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Abstract
Calibration curves are essential constructs in analytical

chemistry to determine parameters of sensing performance. In
the classification of sensing data of complex samples without
a clear dependence on a given analyte, however, establishing
a calibration curve is not possible. In this paper we introduce
the concept of a multidimensional calibration space, which
could serve as reference to classify any unknown sample as in
determining an analyte concentration from a calibration curve.
This calibration space is defined from a set of rules generated
using a machine learning method based on trees applied to the
dataset. The number of attributes employed in the rules defines
the dimension of the calibration space and is established to
warrant full coverage of the dataset. We demonstrate the
calibration space concept with impedance spectroscopy data
from sensors, biosensors and an e-tongue, but the concept can
be extended to any type of sensing data and classification task.
Using the calibration space should allow for the correct classi-
fication of unknown samples, provided that the data used to
generate rules via machine learning can cover the whole range
of sensing measurements. Furthermore, an inspection in the
rules can assist in the design of sensing systems for optimized
performance.
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1. Introduction

Analytical curves are ubiquitous in analytical chemistry,
with well-established procedures to determine analytical
parameters recommended by IUPAC.1,2 The same can be said
of calibration curves and processes for instruments in general,
some of which are utilized not only to determine a given
physical quantity but also to adjust the instruments for correct
functioning.3,4 In sensors and biosensors, in particular, using
analytical curves one can “transform” the task of classifying the
set of samples under analysis into a predictive exercise where
the concentration of a given analyte in an unknown sample can
be determined precisely. In other types of sensors, as in the case
of electronic tongues5­11 and electronic noses,9,12­14 this deter-
mination may not be possible and no analytical curves can be
established. This happens because these sensors may be used to
classify different types of liquids such as wine15,16 or coffee17

without determining the concentration of any specific analyte.
Calibration procedures can nevertheless still be employed for
e-tongues and e-noses,18,19 but these are related to the multi-
variate calibration that allows for studying quantitative and
qualitative aspects of simple and complex solutions.20 For the
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so-called complex samples that contain multiple analytes, use
has been made of multivariate analysis21 and other statistical
and computational methods,22 including information visual-
ization and machine learning techniques. These methods are
advantageous for the evaluation of large volumes of data, pro-
viding predictions about food and water contaminants, diag-
nosis and prognosis. For example, Daikuzono et al. applied an
information visualization technique referred to as Interactive
Document Mapping (IDMAP)23 in electrical impedance spectra
to detect gliadin in food samples contaminated by gluten.
IDMAP was also used to treat data from a microfluidic elec-
tronic tongue to detect petrochemical compounds, heavy metals
and basic flavors5 and from a biosensor to detect pathogenic
bacteria in food samples.24 Examples of machine learning
applied to diagnosis include data processing of very distinct
natures. In image analysis, for instance, the superiority of
computer-assisted diagnosis (compared to human experts) is
well established, which includes the use of deep learning for
analyzing magnetic resonance images25 and biosensors sur-
faces.26,27 For cardiac diseases, datasets with varied medical
parameters and results from clinical exams, including from
immunosensors, have been used for diagnosis with various
machine learning strategies.28 Optical biosensing data from
paper-based point-of-care (POCs) have been used in conjunc-
tion with machine learning to diagnose cardio-vascular dis-
eases.29 Cancer biomarkers were detected with higher specif-
icity in serum samples of patients by applying classification
algorithms to SERS (surface-enhanced Raman scattering) data
in a biosensor made with a microfluidic chip.30 SERS spectra
from other biosensors were treated with machine learning
algorithms for the diagnosis of liver cancer and liver cirrho-
sis.31 Even for glucose detection using amperometry has a
genetic algorithm been useful to improve diagnosis.32 Calibra-
tion curves are not very useful in these cases, though they are
sometimes employed for comparison purposes and to obtain
sensing performance.

The usefulness of the various statistical and computational
methods abovementioned is irrefutable, but their limitation
remains in not being interpretable in the classification tasks. In
this paper, we introduce the concept of a multidimensional cali-
bration space, which we believe addresses this limitation. The
multidimensional space is defined from rules generated upon
classifying the samples in a dataset with Decision Trees33,34

machine learning algorithms. The definition and exemplifica-
tion of the multidimensional calibration space is given in
Section 2 with sensing data from a sensor to detect phytic acid35

whereas Section 3 brings examples of the application of the
concept for biosensors in the diagnosis of pancreatic cancer36

and for e-tongue data.35,37 The generality of the approach is dis-
cussed in the Discussion in Section 4 and in the Final Remarks.

2. Methodology

The concept of a multidimensional calibration space is
introduced by applying Decision Tree (DT) models33,34 to the
impedance spectroscopy data of a sensor made with layer-by-
layer films of polyelectrolytes to detect different concentrations
of phytic acid.35 Figure 1 shows the capacitance spectra ob-
tained in ref 35.35 This problem was chosen because we knew
from the latter reference that the sensor was not selective for

phytic acid and a calibration curve could not be established. On
the other hand, there was some distinction between the spectra
for different concentrations and therefore classification should
be a simple task with a small number of rules. As it will be
shown, this allows the calibration space to be represented with
only three dimensions.

The choice of DT models is justified by the possibility of
establishing predictive rules for calibration, as DTs are today the
most prevalent interpretable classification approach.38,39 In
classification with machine learning techniques, a computa-
tionalmodel is built to predict the class of a given data instance.
A set of data instances X = {x1, x2,+ xN} and their associated
classes Y = {y1, y2,+ yN} where yi ¡ C = {c1, c2,+ cM}, usu-
ally called the training set, are employed to infer a function f(.)
that maps each training instance xi into its class yi, that is
f (xi) ¼ yi. If X is comprehensive and represents the phenomena
under analysis in their entirety, f (.) can be used to predict the
class of any new instance xj that was not originally in X. The
techniques to infer f (.) may be split into two distinct groups,
viz. the blackboxes38,39 such as Artificial Neural Networks15 and
Support Vector Machines,40,41 and the inherently interpretable
models38,39 such as DTs33,34 and Rule Sets.38,39 Although typi-
cally less accurate, the techniques of the latter group allow for
the reasoning of a given classification. In other words, inter-
pretable models support the understanding of how the attributes
of a given instance, that is, the values describing it, contrib-
uted to its classification. With this scheme one may generate
interpretable models not only as predictive tools but also as
descriptive strategies where intrinsic relationships among data
attributes and classes can be revealed.34

Using DT models as the classification approach for imped-
ance spectroscopy data, we may select a subset of available
attributes (frequencies) without requiring dimensionality reduc-
tion as in data pre-processing or manual frequency selection.
By using the visualization method ExMatrix,42 the Multi-
dimensional Calibration Space created by DT models can be

Figure 1. Capacitance spectra obtained with the sensor
made with poly(allylamine hydrochloride) (PAH) and
poly(vinyl sulfonic acid) (PVS) layer-by-layer films for
different phytic acid concentrations. The values in the
insert correspond to concentrations in M. Data extracted
from ref 35.35
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explored, displaying space ranges and class associations. The
classification of individual instances/samples can be analyzed
for reasoning about the class assignment. As the name indi-
cates, DT techniques create a tree-like structure where internal
nodes contain test functions (or predicates) based on the data
attribute values to recursively split the training data into non-
overlapping sub-groups so that each final sub-group contains
only instances of the same class. Figure 2 displays an example
of a DT inferred from a training dataset containing 35 instances
(N = 35) of 5 phytic acid concentrations (M = 5, 7 instances
per concentration at 10¹2, 10¹3, 10¹4, 10¹5, and 10¹6M). The
experimental details for obtaining this impedance spectroscopy
dataset are given in the Supporting Information. Each instance
is described by its capacitance at 3 frequencies (100, 10 and
1Hz, referred to as F100, F10, and F1, respectively) obtained
with a sensor made of a layer-by-layer (LbL) film with poly-
(allylamine hydrochloride) (PAH) and poly(vinyl sulfonic acid)
(PVS) deposited onto an interdigitated gold electrode. The DT
in Figure 2 is validated through a testing set containing 15
instances (3 instances per concentration) not present in the
training set, reaching 100% accuracy. In the nomenclature
adopted here, we use FX to refer to the capacitance value in nF
at the frequency X in Hz. Using a DT, IF/THEN logic rules can
be extracted to represent the combination of attribute ranges
that best describe a specific class of instances. Each tree path
from the root to a leaf defines one distinct rule, and the entire
set of rules can be used as a descriptive model of the (training)
data. For instance, in Figure 2 the path from node #0, node #1,
node #5, and node #6 defines the rule IF C(nF)@F100 ¯
225.81 AND C(nF)@F1 > 487.22 AND C(nF)@F1 ¯ 509.96
THEN 10¹4. If a node predicate is true, we navigate to the left
branch; right otherwise. Note that different rules can result in
the same class, everything depending on the complexity of the
input data.

For X corresponding to data from sensors or biosensors (or
other types of data as explained later on), a multidimensional
calibration space visualization can be created using the
ExMatrix42 technique to display an overview of the logic rules
extracted from a DT model inferred from X. DT models can be
complex to interpret as the number of nodes increases, produc-
ing deep trees. With the ExMatrix visual representations, a DT
model is arranged into a matrix-like visualization where rules
are rows, attributes are columns, and the predicates are the
matrix cells. Figure 3-a shows a visual representation of the DT
in Figure 2. The resulting matrix has 7 rows, one per rule, and
3 columns for the different attributes. The matrix cell is colored
to reflect the inferred class and filled so that darker colors
represent the range of each attribute used by a rule. In a cell, the
left-most side represents the minimum value for an attribute
considering the entire data set, whereas the right-most side is
the maximum. For instance, in the rule depicted on the third
matrix row (Figure 3-a) highlighted on Figure 3-b represents
the rule IF C(nF)@F100 ¯ 225.81 AND C(nF)@F1 > 487.22
AND C(nF)@F1 ¯ 509.96 THEN 10¹4. The F100 cell is filled
representing the range [167.58, 225.81], where 167.58 is the
minimum value admitted by the attribute F100. F1 is filled to
represent the interval [487.22, 509.96]. In addition to obtaining
the relationships among attribute ranges and classes conveyed
by each rule, the coverage of the rules is also calculated. This
coverage is the percentage of instances in the training set
belonging to the same inferred class for which the rule is true.
The rule coverage is mapped to one additional column on the
left side of the matrix. The rule 3 on the third row in Figure 3
extracted from the path finishing at node #6 in Figure 2 has
coverage of 0.71, whereas the rule on the fourth row from the
path finishing at node #10 has coverage of 0.29. This indicates
that the first is more generic, being valid for a higher number
of instances. The last rule is more specific, valid for a small

Figure 2. Example of DT for a dataset containing the capacitance at 3 frequencies (F100, F10, and F1), measured with a PAH/PVS
sensor35 on samples of phytic acid concentrations (10¹2, 10¹3, 10¹4, 10¹5, and 10¹6M).
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number of instances. The attribute importance is added as a row
on the top of the table and reflects attribute capability to differ-
entiate classes.43 The attribute name is placed at the bottom,
along with the attribute importance value.

Although simple, ExMatrix visual representation allows for
an informative analysis. For example, an instance/sample with
a higher value of real capacitance at F100 has a high proba-
bility of being 10¹6M (lilac color), given the high coverage of
the rule 7 at the last row (Figure 3-a). By analyzing rules at the
first two rows, one notes that the 10¹2 and 10¹3M concentra-
tions (blue and orange colors) are similar at F1 and distin-
guished at F100, whereas 10¹2M (blue color) holds a small
range of values, but higher than the values for 10¹3M (orange
color). By inspecting rules predicting the 10¹4 and 10¹5M con-
centrations (olive and brown colors), we observe overlaps of
attribute ranges at F100 and F1, which are different in terms of
F10. These overlaps and rules coverage reveal a certain space
split complexity to separate the concentrations (instances/

samples). It should be remarked that in simple cases feature
selection can be made manually, for example noting the fre-
quencies at which distinction among samples is higher. With
DTs, on the other hand, this selection is performed in a sys-
tematic, non-arbitrary manner selecting features that present
the best separability between classes. This is reflected on the
feature (or attribute) importance values displayed at the top of
the ExMatrix representation.

The calibration space in Figure 3 can also be represented by
checking the ranges at which the different rules apply. As an
example, Figure 4 shows dashed lines for an instance/sample
with values 169.23, 336.54, and 532.82 for the frequencies
F100, F10, and F1. This instance is classified as 10¹5M since it
falls into the darker colored area of the rule in the first row
(brown color/rule 4). In Figure 4 the rules are ordered accord-
ing to the proximity to the instance under analysis, where the
used rule to classify the instance is in the first row (brown/rule
4). Proximity here means the smallest modifications (gaps
between dotted lines and ranges) needed to apply to the instance
in order to change its class. For instance, in the second row (rule
3) one notes that a small decrease in capacitance at F1 would
make the instance be classified as belonging to the 10¹4M class
(olive). On the other hand, larger modifications are required to
make it switch, for example, to the class 10¹2M (blue/rule 2
on the sixth row), where capacitance values at frequencies F100
and F1 need positive and negative increments, respectively.

In the example chosen, the number of rules to cover 100% of
the dataset is seven, close to the minimum possible of 5 rules
for the five classes. Since only three attributes (F100, F10, and
F1) need to be used in these rules, one may establish a 3D
calibration space as shown in Figure 5 for the rules in Figure 3
(or Figure 4). The colored boxes represent the space where
each concentration is different from the others. From this plot
one infers the difficulty in distinguishing the 10¹4 and 10¹5

concentrations (olive and brown), while the others occupy more

(a) ExMatrix visualization from the DT of Figure 2.

(b) Rule 3 highlighted, showing the ranges values.

Figure 3. Multidimensional calibration space visualization
using ExMatrix. (a) The seven rules defined in the DT of
Figure 2 are represented as rows, the frequencies are in the
columns and the cells indicate the ranges in each frequency
“used” to predict the different concentrations. The leftmost
column represents the rule coverage, with rules r2, r1, and
r7 exhibiting maximum values, while r3 and r4 give inter-
mediate values and r5 and r6 have small values. This indi-
cates that for the concentrations 10¹2, 10¹3, and 10¹6M,
the data is easier to separate (classify) since only one rule
can represent those concentration classes on the three fre-
quencies used. However, for the concentrations 10¹4 and
10¹5M, multiple rules are necessary, i.e. the data is more
complex for these concentrations. By comparing the ranges
in different classes, one may infer the parts of the space
that best define a concentration. (b) Rule 3 highlighted,
presenting the range values, visually representing the text
format: IF C(nF)@F100 ¯ 225.81 AND C(nF)@F1 >
487.22 AND C(nF)@F1 ¯ 509.96 THEN 10¹4. This rule
provides 0.71 as coverage (between 0 and 1), where the
higher the coverage the more generic is the rule.

Figure 4. Multidimensional calibration space visualization
using ExMatrix for the classification of a specific instance/
sample. Dashed lines indicate the instance values in each
attribute (frequency). In this matrix, the rules are ordered
by proximity to the instance under analysis, where the rule
in the first row (brown/rule 4) is used to classify the
instance as class 10¹5M. To change the instance’s classifi-
cation from 10¹5 to 10¹4M requires the smallest modifica-
tion (olive/rule 3 on the second row), while the modifica-
tion required to change the classification to 10¹2M is the
largest (blue/rule 2 on the sixth row).
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defined parts of the 3D calibration space. Also interesting is to
consider the instance classified as 10¹5M and discussed in con-
nection with Figure 4, represented as a red circle in Figure 5.
This circle needs to “travel” very little in the 3D space to move
to class 10¹4M, whereas to move to class 10¹2M the distance
is much larger (and in two axes).

The coverage of the logic rules obtained from DT models is
related to the dataset complexity and DT inference approach.
In this paper, we use the Classification And Regression Trees
(CART)33 technique to derive DTs. It should be noted that dif-
ferent trees are obtained by varying the inference parameters. In
a model selection experiment,44­46 we intentionally varied these
parameters to generate multiple (and many) trees and select the
one that provides rules with the highest accuracy on KFold
Cross Validation using the training set. Then, the parameters
selected are used to create a DT model considering the whole
training set, and the resulting DT is tested using the test set
(unknown samples). In doing so, we selected the best tree in
an unbiased manner, its performance can be evaluated, and
through the ExMatrix method the Multidimensional Calibration
Space can be analyzed.

One limitation that may be inferred from inspecting Figure 5
is in the discretization inherent in the classification rules
defined by the DT algorithm, transforming regression into a
classification problem.47 The samples corresponding to 10¹2,
10¹3, 10¹4, 10¹5, and 10¹6M would be located on the “boxes”
of round concentrations, and any new sample with an inter-
mediate concentration would be assigned to one of these boxes.
This limitation would obviously be circumvented if the dataset
contained a much larger number of concentrations. It should be
noted that regression techniques such as Partial Least Squares
(PLS) have been used to assess calibration.48 However, regres-
sion functions can only be transformed into visual representa-
tions to support interpretation if no more than two input attrib-
utes (frequencies in our case) are considered, and this reduces
the precision of the regression model in complex datasets. For
the sake of illustration, a PLS model for the phytic acid concen-
trations using F1 as the input attribute (feature) (Figure SM4 on
Supplementary Material) attains a determination coefficient R2

of 0.89. On the other hand, a multivariate PLS model using
F100, F10, and F1 obtains 0.99, but it cannot be transformed
into a visual representation. Hence, there is a trade-off between
interpretability and performance in the use of regression
models, especially for complex datasets. This limitation does
not exist in our approach.

3. Results

The concept of multidimensional calibration space is now
applied to two other sets of data, which are more difficult to
classify. The first is from an immunosensor to detect a pan-
creatic cancer biomarker CA19-9,36 while the other is from an
electronic tongue used to distinguish between samples with
antibodies related to Leishmaniasis and Chagas’ disease.37 The
details of these experiments and how the data were obtained
are given in the Supplementary Material. For each dataset, the
calibration was created by building a DT over a training sub-
dataset with 70% of all available data. The remaining sub-
dataset with 30% was used for testing purposes. The DT
parameters are selected using a model selection protocol44­46

through a KFold Cross-Validation. We adopted as descriptors
the capacitance value in nF at several frequencies in Hz (e.g.,
C(nF)@F100(Hz)), and the concentrations were taken as target
variables. The capacitance values were used in nF scale, with-
out any pre-processing.

3.1 Pancreatic Cancer Biomarker CA19-9. The detection
of CA19-9 corresponds to a multiclass classification task where
each class is represented by a different concentration of the
biomarker in a phosphate buffer solution (PBS).36 The capaci-
tance spectra for 9 concentrations (M = 9, being 4, 8, 12, 20,
40, 60, 80, 100U/mL) in Figure 6 were used, with 3 instances/
samples for each concentration (N = 27).

The multidimensional calibration space for this case was
created by a model selection experiment,44­46 where the best
DT parameters were chosen using a KFold Cross-Validation
and the training sub-dataset (70% of the dataset). The DT
created using the training sub-dataset with the best parameters
provided 100% accuracy in the test sub-dataset (30% of the
dataset). The technique SMOTE49 was used for over-sampling
to produce the required number of instances to split the dataset
into two sub-datasets (70% training and 30% test) and perform
a KFold Cross-Validation on the training sub-datset. Figure 7
presents the visualization of the multidimensional calibration
space where 5 frequencies/attributes (F398107, F5011, F501,

Figure 5. Multidimensional calibration space shown as a
3D plot. For most concentrations, the parts of the space
“used” by the different concentrations are simple. Only for
10¹4 and 10¹5 concentrations (olive and brown) the space
splitting is more complex.

Figure 6. Capacitance spectra obtained with the immuno-
sensor for 9 concentrations (0, 4, 8, 12, 20, 40, 60, 80,
100U/mL) of pancreatic cancer biomarker CA19-9. The
data were extracted from ref. 36
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F125, F15848) are used from 41 available (F1000000 to F100).
This means that the calibration space for this dataset has 5 di-
mensions. F398107 and F5011 are the most important (feature
importance of 0.25) for the calibration (DT model), whereas
F15848 is the least important (feature importance of 0.13). By
inspecting the multidimensional calibration space visualization
in Figure 7, one notes that the group formed by concentration
classes 4, 40, 20, 60, 100, and 80U/mL are distinguished from
the group formed by concentration classes 0, 8, and 12U/mL at
F15848 (fifth column). The group formed by the concentration
classes 4, 40, 20, 60, 100, and 80U/mL (rule 1/first row to rule
6/sixth row) are distinguished into two subgroups at F5011
(second column). In the first subgroup (concentration classes 4,
40, and 20U/mL), the concentration class 20 (purple/rule 3 on
the third row) is distinguished from concentration classes 4 and
40U/mL at F398107 (first column). Concentration class 4
(orange/rule 1 on the first row) is distinguished from concen-
tration class 40 (magenta/rule 2 on the second row) at F501
(third column). At the second subgroup (concentration classes
60, 100, and 80U/mL), the concentration class 80 (maroon/
rule 6 on the sixth row) is distinguished from concentration
classes 60 and 100U/mL at F501 (third column). Concentra-
tion class 60 (yellow/rule 4 on the fourth row) is distinguished
from concentration class 100 (emerald/rule 5 on the fifth row)
at F398107 (first column). Finally, in the group formed by the
concentration classes 0, 8, and 12U/mL (rule 7/seventh row
to rule 9/ninth row), the concentration class 12 (brown/rule 9
on the ninth row) is distinguished from concentration classes 0
and 8U/mL at F125 (fourth column). The concentration class 0
(blue/rule 7 on the seventh row) is distinguished from concen-
tration class 8 (olive/rule r8 on the eight row) at F5011 (second
column).

Figure 8 illustrates the classification of the test instance 5 as
concentration class 20 (purple) using rule 3 (first row), since the

instance values 0.65, 48.89, 86.31, 90.3, and 20.96 for fre-
quencies/attributes F398107, F5011, F501, F125, and F15848
are within ranges defined by rule 3. The rules are ordered by
proximity to instance 5. Observing the gaps between instance
values and attributes ranges for other classes, one notes that
the smallest change in instance 5 that would turn its original
classification is found at F5011 (second column), leading to
concentration class 60U/mL (yellow/rule 4 on the second
row). The classification as concentration class 0 (blue) requires
the highest change by being the last rule (rule 7 on the ninth
row), having gaps between instance values and ranges on
F5011 (second column), F125 (fourth column), and F15848
(fifth column).

3.2 Detection of Chagas and Leishmaniasis with an E-
Tongue. A multidimensional calibration space was created for
the data obtained with an electronic tongue (e-tongue), whose
aim was to distinguish samples containing antibodies of two
distinct diseases, namely Leishmaniasis (leish) and Chagas’
disease (cruzi).37 The dataset consists of 4 classes (M = 4),
with 36 instances/samples for class cruzi, leish, and neg, while
mist has 27 (N = 135). This e-tongue had four sensing units,
two of which are biosensors for they contained antigens
specific for the two diseases.37 Figure 9 shows the capacitance
spectra obtained with the e-tongue.

A DT model was chosen from a model selection experi-
ment,44­46 where the best DT parameters were selected using a
KFold Cross-Validation over the training sub-dataset (70% of
the dataset). The chosen DT model is employed to classify
among the classes cruzi, leish, mist (presence of antibodies of
both cruzi and leish), and neg (absence of either cruzi or leish),
providing 100% accuracy over the test sub-dataset (30% of the
dataset). Figure 10 shows the visualization of the multidimen-
sional calibration space, with only 3 frequencies/attributes
(F397 with Sensor 2, F158 with Sensor 3, and F1 with Sensor

Figure 7. Multidimensional calibration space visualization
using ExMatrix for the Pancreatic Cancer Biosensor
dataset. The nine rules are defined by a DT model using
5 frequencies/attributes (F398107, F5011, F501, F125, and
F15848) from 41 available (from F100 to F1000000). The
nine rules provide 100% accuracy for both training (70%)
and testing (30%) sub-datasets. Also, there is only one rule
per class (maximum coverage) indicating a great separa-
bility capacity for the selected 5 frequencies, from where it
is possible to create generic rules.

Figure 8. Multidimensional calibration space visualization
using ExMatrix showing the classification of test instance
5. Dashed lines indicate the instance values in each fre-
quency/attribute. In this matrix, the rules are ordered by
proximity to the instance, which was classified as concen-
tration class 20 (purple/rule 3 on the first row). To change
the instance’s classification from class 20 to 60 (yellow/
rule 4 on the second row) requires the smallest modifica-
tion, while to change to concentration class 0 (blue/rule 7
on the ninth row) the modification is the largest.
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3) used from 232 available (58 frequencies from F500000 to F1
for each one of the four sensing units). That is to say, in spite
of the apparent complexity of the data, a 3-dimensional cali-
bration space is sufficient. F397 with Sensor 2 is the most
important (feature importance of 0.35) for the calibration (DT
model), whereas F1 with Sensor 2 is the least important (feature
importance of 0.31). By inspecting the multidimensional cali-
bration space, the class neg (brown/rule 1 on the first row) is
distinguished from classes cruzi, mist, and leish at F397 Sensor

2 (first column). The class cruzi (blue/rule 2 on the second
row) is distinguished from classes mist and leish at F158
Sensor 3 (second column). Finally, the class mist (olive/rule 3
on the third row) is distinguished from class leish (orange/rule
4 on the fourth row) at F1 Sensor 2 (third column).

Figure 11 illustrates the classification of the test instance 24
assigned as class cruzi (blue), using rule 2 (first row) since the
instance values 71.14 and 141.45 for frequencies/attributes
F397 with Sensor 2 and F158 with Sensor 3 are within the
ranges defined by rule 2. By having rules ordered by prox-
imity to the instance 24, Figure 11 presents the gaps between
the instance values to the ranges for other classes, where the
smallest change in instance 24 that would turn its original
classification is found for attribute F158 with Sensor 3 (second
column), leading to the class mist (olive/rule 3 on the second
row). The classification as class neg (brown) requires the
largest change, represented in the figure as the last rule (rule 1
on the fourth row).

4. Discussion

We start the discussion by making a connection with
standard calibration curves in analytical chemistry, for which
we created a synthetic dataset with the signal varying linearly
with a concentration. For impedance spectroscopy data used in
the examples in this paper, this would correspond to the imped-
ance (or capacitance) varying linearly with an analyte concen-
tration at one fixed frequency. Figure S1 in the Supporting
Information shows the linear dependence and the ExMatrix
representation of the rules inferred upon applying a DT algo-
rithm to the dataset is given in Figure S2. As one should
expect, a one-dimensional calibration space is retrieved from
the algorithm, depicted in Figure S3. By inference we state that
a two-dimensional space would be obtained if the synthetic
dataset were generated with calibration equations involving

Figure 9. Capacitance spectra for samples with antibodies
for cruzi, leish, mist (presence of antibodies of both cruzi
and leish), and neg (absence of either cruzi or leish). They
were obtained with 4 sensing units of an e-tongue, which
explains why the plot is so crowded. These data were
extracted from the work in ref. 37

Figure 10. Multidimensional calibration space visualiza-
tion using ExMatrix for the e-tongue data to distinguish
samples with antibodies related to Chagas’ disease and
Leishmaniasis. The four rules are defined by a DT model,
using 3 frequencies/attributes (F397 with Sensor 2, F158
with Sensor 3, and F1 with Sensor 3) from 232 available
(58 frequencies from F500000 to F1 for each one of the
four sensing units). The four rules provide 100% accuracy
for both training (70%) and testing (30%) sub-datasets.
Also, all four rules (one rule per class) have maximum
coverage, indicating a high distinguishing capacity for the
selected 3 frequencies, from where it is possible to create
generic rules.

Figure 11. Multidimensional calibration space visualization
using ExMatrix showing the classification of test instance
24. Dashed lines indicate the instance values in each
frequency/attribute. In this matrix, the rules are ordered by
proximity to the instance, which was classified as class
cruzi (blue/rule 2 on the first row). It can be noted that to
change the instance’s classification from class cruzi to mist
(olive/rule 3 on the second row) requires the smallest
modification, while to change to class neg (brown/rule 1 on
the fourth row) the largest modification is required.

Bull. Chem. Soc. Jpn. 2021, 94, 1553–1562 | doi:10.1246/bcsj.20200359 © 2021 The Chemical Society of Japan | 1559

https://doi.org/10.1246/bcsj.20200359


two frequencies (attributes). Hence, the concept of multidimen-
sional calibration space naturally leads to the expected calibra-
tion curves in simple cases.

Let us dwell upon the choices of the datasets employed to
introduce the concept of multidimensional calibration space.
The first one involving determination of phytic acid concen-
trations was chosen because the sensor made with a layer-by-
layer film of polyelectrolytes lacked specificity. Indeed, from
the visualization maps in ref 35,35 one can infer that distinc-
tion of the different concentrations was not possible using only
this sensor. However, the limited overlap observed for some
concentrations meant that perhaps full distinction would be
possible if machine learning methods were used. This expecta-
tion was fulfilled here and a calibration space with only 3
dimensions was sufficient to account for the whole data. In fact,
this is demonstration of one of the advantages of employing
DTs to generate a calibration space, for a problem that was not
soluble using multidimensional projection methods (such as
Principal Component Analysis (PCA)50 and IDMAP) can now
be resolved. It remains to be proven whether the calibration
space would be robust enough to avoid effects from interfer-
ents, but the data available do not allow us to probe this possi-
bility. As for the other two examples, the biosensor to detect
the cancer biomarker CA19-9 and the electronic tongue (e-
tongue) to distinguish the tropical diseases, they were chosen as
more challenging cases of classification. Then, the need to have
calibration spaces with 5 and 3 dimensions was not surprising.
What may seem surprising is the need of fewer dimensions (3)
for the e-tongue dataset. This is probably because the com-
bination of different sensing units in the e-tongue concept made
it easier to establish a “fingerprint” for each type of sample
analyzed, and because one important unit was a biosensor.

Another advantage of the approach is the interpretability of
the rules, including the coverage. Although we have not
explored it here, a multidimensional calibration space may be
used to analyze the parameters for sensor construction, such
as the materials employed in the sensing units, types of film
deposition, thickness, etc. This could be done by producing
various sensors with varying parameters to yield a dataset of
sensors described by their parameters (the resulting ExMatrix
representation has parameters as columns). Hence, rules link-
ing the different parameters and determining their importance
for the sensing task could be established. The search for opti-
mized conditions for a given task may be assisted by a high-
throughput strategy51 using robots to produce the sensors
allowing for consistent and massive results. Also, one may
analyze in detail some differences between the calibration
spaces for E-Tongue Disease Detection and Pancreatic Cancer
Biosensor datasets. In both calibration spaces, the selected
frequencies/attributes hold distinct feature importance values.
For the e-tongue in Figure 10, F397 with Sensor 2 (first col-
umn) is the most important for calibration. On the other hand,
for the multidimensional calibration space for the CA19-9
dataset, F398107 is the most important, as shown in Figure 7. It
should be noted that the feature importance values are related to
a particular DT model, and not directly to a specific domain.
Thus, they should be viewed as a model result and not a general
rule for the domain, since feature importance may vary from
model to model. The selected frequencies/attributes for e-

tongue calibration are in the region of 100Hz (F397, F158, and
F1), while on the calibration for CA19-9 dataset the selected
ones do not tend to any particular spectrum region, since fre-
quencies from different regions are used. Both calibrations con-
tain only rules with maximum coverage, indicating an efficient
distinguishing capacity for the selected frequencies. In the rules
from these calibrations, some ranges distinguish groups of
classes, as for the CA19-9 dataset, where F15848 (fifth column)
distinguishes the group formed by concentration classes 4, 40,
20, 60, 100, and 80U/mL from the group formed by concen-
tration classes 0, 8, and 12U/mL.

All the examples discussed here derived from sensors and
biosensors based on impedance spectroscopy. The same prin-
ciples could be applied if detection (or more generally classifi-
cation) were to be made with other experimental (or theoretical
or simulation) data. For instance, in the various types of optical
and vibrational spectroscopies the frequencies would be the
attributes employed as input into the DT algorithms. In electro-
chemical methods, e.g. cyclic voltammetry and amperometry,
and in detection based on electrical measurements the attrib-
utes could be current or voltages. In datasets representing time
series then distinct times could be the attributes. Furthermore,
the concept of the multidimensional space can be extended to
datasets containing non-structured data (such as text and
images). The only limitation in the approach is whether the data
are sufficient to cover the whole space. That is to say, the ability
to predict and classify unknown data may not reach 100% if
the data available for the learning are not representative of all
possibilities. In addition, because the number of rules and
dimensions may be too large, the utility of the calibration space
could be questionable. Though the choice of DT as the
machine-learning paradigm along ExMatrix was made pre-
cisely to make the classification interpretable, the interpretation
task by a human would be nearly impossible if there are too
many rules and dimensions. In this context, one should com-
ment on the possibility of using other methods. Blackboxes38,39

such as Artificial Neural Networks15 and Support Vector
Machines40,41 are not interpretable, and therefore not suitable
for our purpose to establish a calibration space. Random Forest
(RF)43 models could generate too many rules and dimensions,
but they may be used in scenarios where single DT models are
not able to provide good performance. This was not the case of
the results presented in this paper. Once the DT models pro-
vided good performance, they are preferable based on the
Occam‘s Sharp Razor,52 according to which the simpler model
(more comprehensible) should be chosen when different
models provide the same performance.

As for the utility of the multidimensional calibration space,
we may list a few possibilities. It can be used to classify sam-
ples in complex cases or in complex matrices which would not
be possible by using only multivariate statistics, as already
mentioned with the demonstration for detection of phytic acid
here. It may be used to integrate data from different natures®
as in clinical diagnostics where images, text and sensing data
are combined.53 With the coverage of the whole information in
the datasets, one is likely to obtain a more efficient classifica-
tion. The multidimensional calibration space can also be used
in materials design, which has been an important application of
machine learning in chemistry and materials science.54 Indeed,
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chemical elements described by their properties could be com-
bined to generate new materials according to rules generated
and visualized with ExMatrix. Perhaps one the main uses of the
concept will be in e-tongues and e-noses, which have been
demonstrated in a large number of papers, but only a few com-
mercial products are available.15,55 They can in principle be
used to build libraries of responses of different liquids and
vapours,15,19,55 in many cases providing excellent ability to
classify similar samples. However, this high sensitivity and
selectivity come at a price since the electrical response is too
sensitive to any change in the measuring conditions and indeed
on the sensing units. If one sensor of the array has to be
changed, which is inevitable after many measurements in some
applications, then the whole library built with the previous set
of sensors is useless. This is one of the main reasons why it has
been so difficult for e-tongues and e-noses to reach the market,
for an entire procedure of recalibration would be necessary to
recover the information in the library. With the multidimen-
sional calibration space introduced here it may be possible to
retrieve such a library with relatively few experiments as most
of the rules are unlikely to change when one sensor is replaced
by a similar (generally nominally identical) one. Furthermore,
the strategy based on the calibration space could help one
understand why nominal identical biosensors produce different
responses, assisting researchers in facing biological variability
problems.

5. Final Remarks

The concept of a multidimensional calibration space intro-
duced here exploits the immense potential from the use of
machine learning methods to analyze data. It allows for a pre-
dictive power that is unprecedented for some types of data, as
demonstrated in this paper with simple examples of sensors,
biosensors and e-tongues. In some aspects this calibration space
resembles the multivariate calibration space, and indeed for
simple cases with small dimensions they may coincide. How-
ever, the concept of a multidimensional calibration space is
broader, not only because rules are generated with machine
learning but also because different types of data may be treated
(see below) and visualized. Two features to be highlighted are
the use of Decision Trees (DT) algorithms, which permit the
generation of interpretable rules, and the visualization of such
rules with ExMatrix software. Based on the cases of sensing
data we analyzed, it seems that the number of rules® and
dimensions of the space® is likely to be less than 10 or a few
tens for complex, large datasets. Visualization and interpreta-
tion of the rules should therefore be manageable with ExMatrix
(or a similar visualization tool), an essential requirement for
the usability of the approach. Since the multidimensional cali-
bration space may be applied to any type of data, including
images, videos, text, in addition to scientific data, applications
beyond analytical chemistry can be envisaged. Examples can
be surveillance and monitoring systems of various kinds,
computer-assisted clinical diagnostics and natural language
processing. As for the limitations of the approach, we have
already mentioned those associated with DTs yielding assign-
ment into classes, rather than having real numbers as output.
Another difficulty is to prove that a given dataset is sufficient
for covering the whole space for the problem under analysis.

This is frequent in clinical diagnosis, being a limitation that
harms the predictive power of the calibration space.
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Supporting Information

Details about experimental procedures for the e-tongues/
biosensor fabrication and an example of a one-dimensional
calibration space! This material is available on https://doi.org/
10.1246/bcsj.20200359.
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