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Graphene spintronics: Spin injection and proximity effects from first principles
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Ferromagnet/graphene (F/Gr) junctions are important building blocks for graphene spintronics. While simple
models of spin injection are very successful for macroscopic metallic junctions, they reveal many deficiencies
in describing F/Gr junctions. First-principles methods are key to assess such Gr-based junctions, but the
computational cost is often too high. We focus on Ni(111)/Gr junctions and include van der Waals interactions
from first principles, crucial for their correct description. We formulate a computationally inexpensive model
to examine the nonuniformity and bias dependence of spin injection and elucidate proximity effects using
spin polarization maps. Our results could extend the applicability of simple spin injection models in F/Gr
junctions.
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I. INTRODUCTION

The discovery of graphene has quickly stimulated ex-
periments to study its junctions with ferromagnets as a
possible building block for spin-based devices [1–6]. Ferro-
magnet/graphene (F/Gr) junctions offer a number of desirable
spin-dependent properties. In such structures graphene can
provide effective spin filtering [7] or replace a tunnel barrier,
having an advantage of low resistance and a small number
of defects [8–10]. F/Gr junctions display magnetic proximity
effects [11–16] and a robust spin injection, larger than in
other materials [17–20]. Both phenomena induce a magnetic
moment in graphene, which in the first case already occurs
spontaneously in equilibrium, while the second case represents
a nonequilibrium process [21,22].

A robust spin injection in graphene [17] has motivated
a proposal to seamlessly integrated memory and logic [23].
For specific applications, such as network search engines,
graphene-based magnetologic gates [24] could significantly
outperform CMOS counterparts [23]. F/Gr junctions are also
a building block of these magnetologic gates, which are
closely related to the geometry for detecting spin injection and
accumulation through a nonlocal magnetoresistance in lateral
spin valves [21,25–27].

F/Gr junctions can sustain large current densities and
are suitable spin injectors in a semiconductor [8,19], useful
for spin lasers. Through the angular momentum transfer,
the injection of spin-polarized carriers leads to a stimulated
emission of circularly polarized light [28–31]. Spin lasers
offer an improved performance, such as a threshold reduction
for lasing, an enhanced bandwidth, and reduced parasitic
frequency modulation, as compared to their conventional
(spin-unpolarized) counterparts [32–40].

Despite the spin relaxation time being significantly shorter
than initially suggested [26], with its high mobility graphene
is still a desirable spin channel. The spin-encoded information
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can be maintained over length scales exceeding microns [18],
enabling graphene to be used in on-chip spin interconnects
[41]. Conventional metallic interconnects, relying on time-
dependent voltage and current, are the key obstacle in the
continued scaling of integrated circuits. In addition to their
drawbacks, such as dynamical crosstalk between wires and
RC bottlenecks, these interconnects are also increasingly the
main source of energy consumption [42]. Graphene-based
spin interconnects relying on modulating spin polarization of
a constant charge current could overcome these limitations
[41].

The exchange splitting and magnetic moment induced in
graphene by the proximity effects of the deposited ferromagnet
can be useful for spintronic devices [11,12]. To avoid short
circuiting the Gr layer [14], it is suitable to consider fer-
romagnetic insulators, such as lattice-matched EuO [11,15].
Unlike conventional narrow-band gap semiconductors with
large and tunable spin-orbit coupling [21], graphene [43] offers
other means to electrically tune spin-dependent properties.
By modifying the carrier density with a gate voltage to alter
magnetic proximity effects, electrical control of the exchange
bias and the transistor action is possible in F/Gr junctions
[12,13,16,44].

These properties of F/Gr junctions suggest a wealth of
opportunities, not limited to magnetically storing and sensing
information, but also including processing and transferring
information. To critically assess proposed advantages of
graphene spintronics [18,23,26], it is important to obtain a
detailed atomistic understanding of spin-dependent properties
of F/Gr junctions.

Predictive first-principles studies could then provide tailor-
ing material properties for desired applications. Their input
could also guide developing graphene-specific phenomeno-
logical models for spin injection and magnetic proximity
effects and exploring additional figures of merit, not limited
to maximizing injected spin polarization, magnetoresistance,
or induced exchange splitting. For example, a uniform spin
injection is important for a reproducible operation of multiple
magnetologic gates [23]. Can we predict, from first principles,
which factors can influence such a uniformity in F/Gr
junctions?
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A closer look at F/Gr junctions reveals several impor-
tant challenges for a reliable first-principles analysis, even
when it is applied to a simple case of a lattice-matched
Ni(111)/Gr junction. At first glance, standard density func-
tional theory (DFT), used to study spin injection and spin
filtering in Fe/GaAs-based junctions [45,46] (also well lattice
matched), appears a good approach. However, the analysis of
F/Gr junctions presents additional difficulties in describing
interfacial properties as the standard exchange correlation
functionals [47] do not include nonlocal correlations resulting
in van der Waals (vdW) interactions, crucial for bonding
in Gr junctions. For example, such functionals predict no
bonding for a bilayer Gr. We therefore use an approach
[48,49] which has evolved from the initial vdW-DF proposal
[50].

Even simple lattice-matched F/Gr interfaces are not fully
translationally invariant. If we move along a F/Gr interface
we expect spatial nonuniformities that will lead to a nonuni-
form spin injection. Experimental configurations would likely
include a mosaic of different F/Gr arrangements with inequiva-
lent spin-dependent properties. Unfortunately, using an actual
F/Gr junction size for a computational cell to study this spatial
dependency is computationally prohibitively expensive. The
characteristic dimensions of F/Gr junctions in various other
spintronic devices are a sizable fraction of microns and the
F/Gr interface should be replaced by some effective approach
using a computationally accessible size of a cell. Another
complication is that typical first-principles studies are better
suited to study equilibrium magnetic proximity effects than
spin injection which is a nonequilibrium process, usually
requiring a description of diffusive transport and a nontrivial
bias dependence.

We overcome these underlying challenges by formulating a
computationally inexpensive model which could also provide
guidance for other building blocks in graphene spintronics,
not limited to magnetologic gates. We present our results for
the example of a Ni(111)/Gr junction, known both to provide
effective example spin filtering [7] as well as an important test
case to correctly identify suitable exchange functionals in vdW
studies which would accurately describe bonding of graphene
[49]. A similar approach is possible for well latticed-matched
Co(0001)/Gr junctions [51,52].

The organization of our presentation is as follows: The
motivation for our studies is further supported in Sec. II where
we discuss a simple model of spin injection and some of
its inadequacies to describe F/Gr junctions. In Sec. III we
introduce our computational geometry and the specific vdW
approach used. Then we describe different and inequivalent
spin polarizations in Sec. IV and use them to infer the
properties of spin injection and magnetic proximity effects. We
end this paper by providing conclusions and open questions
for future work.

II. A SIMPLE MODEL OF SPIN INJECTION

One of the key elements in spintronics is generating
spin imbalance or spin accumulation, typically realized by
electrical spin injection from a ferromagnet into a nonmagnetic
(N) region [21]. To summarize a simple model of spin
injection [21,53–56] and understand its potential limitations

FIG. 1. (Color online) Electrical spin injection from a ferromag-
net (F) into a nonmagnetic region (N). Electrons flow from F to
N: (a) schematic device geometry and (b) the magnetization M can
deviate from its equilibrium value M0. Nonequilibrium magnetization
δM (spin accumulation) is injected into N region at a characteristic
length scale—the spin diffusion length LsN for a nonmagnetic region;
(c) spatial variation of the chemical potentials. At the F/N interface
z = 0 the spin-resolved μ↑,↓ and the average chemical potentials
are discontinuous. The spin diffusion length LsF and LsN can differ
greatly [57].

in describing F/Gr junctions, it is helpful to define the spin
polarization [21]

PX = Xs/X (1)

as the ratio of the difference Xs = Xλ − X−λ and the sum
X = Xλ + X−λ of the spin-resolved λ components for a
particular quantity X. A charge current j across the F/N
junction, depicted in Fig. 1, results in the spin injection and
spin accumulation in the N region.

The key result for spin injection can be expressed using
spin polarizations and resistances [21,53,58]

Pj = [rcP� + rF PσF ]/rFN, (2)

where rFN = rF + rc + rN is the effective equilibrium resis-
tance of the F/N junction. The additive contributions for the F,
contact, and N regions are given by rF = LsF σF /(4σ↑F σ↓F ),
rc = �/4�↑�↓, and rN = LsN/σN , where σF,N and � are N,F
and contact conductivities, while LsN,F are the spin diffusion
lengths (Fig. 1).

As shown by Petukhov [59], Eq. (2) follows from a
simple equivalent circuit in Fig. 2, Pj = −PR̃ ≡ −(R̃↑ − R̃↓)/
(R̃↑ + R̃↓). The simplicity of Eq. (2) or Fig. 2 and the

FIG. 2. Equivalent resistor scheme for spin injection across F/N
junction in a linear regime.
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analytical description of spin injection is very appealing. For
transparent contacts rc = 0, a resistance mismatch rF � rN

implies an inefficient spin injection: Pj ≈ rF /rN � 1 [60]. A
spin-selective resistive contact rc � rF ,rN gives an effective
spin injection Pj ≈ P� , dominated by the effect rc and not by
rF /rN [53,61].

This underlying simplicity represents well the linear regime
in metallic junctions, expected also from the linear nature of
the resistor scheme. Deviations from local charge neutrality,
band bending, nonlinear current-voltage characteristics, an
explicit bias dependence of spin injection, and the presence
of both electrons and holes are neglected in this approach
[62]. Relaxing these assumptions may lead to a qualitatively
different behavior and the prediction of a spin accumulation
spatially enhanced away from the point of spin injection
[63], suggested to be also relevant for graphene junctions
[26].

In F/Gr junctions various deviations from a simple resistor
model of spin injection can occur. I -V nonlinearities are also
present and the efficiency of spin injection is bias dependent,
with an experimentally confirmed influence of the carrier drift
[64]. However, disentangling this dependence is a challenging
task. One also expects that an applied bias will modify the
spin relaxation time [65,66] and alter the decay length of spin
accumulation LsN .

Other limitations of the resistor model for spin injection
arise from its macroscopic character. A change from a single
layer to bilayer graphene can have important implications for
spin injection in F/Gr junctions. In addition to the gap opening
in bilayer graphene, there could be a pronounced effect of spin
filtering [7], altering the efficiency of spin injection. The choice
of substrate, as we argue in Sec. IV, affects the uniformity of
spin injection.

With effectively the one-dimensional character of this
model, the spatial nonuniformity of spin injection along the
F/N interface [recall Fig. 1(a)] is neglected. However, even
a multidimensional generalization of a simple macroscopic
model may overlook different intrinsic sources of spatial
nonuniformities which can be explored from an atomically
resolved interfacial structure. A strong correlation between
such interfacial information obtained from first principles
and the efficiency of spin injection has been confirmed
experimentally in Fe/GaAs junctions [45]. We expect a similar
situation in F/Gr junctions. A local change in the interfacial
structure results in magnetically inequivalent environments
for the C atoms and spatially changing spin-dependent
properties.

This model also neglects the magnetic proximity effects,
present at zero bias. The equilibrium properties of the N
region are spin independent. Applied to graphene, at equi-
librium there would be no induced magnetic moment, nor
exchange splitting. First-principles studies can overcome such
limitations and predict atomically resolved magnetic moments
and exchange splitting.

While this simple model could be generalized to F1/N/F2
junctions [21,67], we will focus on F/Gr junctions, such as
Ni(111)/Gr. Our findings, such as the energy dependence of the
spin-resolved density of states calculated from first principles,
may recover a part of the expected bias dependence of spin
injection.

III. COMPUTATIONAL GEOMETRY

While a fully realistic description of a nonequilibrium
process such as spin injection in graphene-based micron-sized
devices is computationally inaccessible from first principles,
important information can already be extracted from much
smaller computational cells. Here we describe a compu-
tationally inexpensive model of F/Gr junctions that could
provide atomically resolved information and explore various
trends that may not be accessible from a simple model of
spin injection or a phenomenological description of magnetic
proximity effects.

In choosing the computational geometry, we focus on
several simplifying assumptions which will help us to examine
the nonuniformity of spin injection across F/Gr junctions,
relevant for not only magnetologic gates, but also for using
graphene in spin lasers and spin interconnects. However,
elucidating spin-dependent properties of F/Gr junctions from
first principles is important for magnetic proximity effects and
has broader implications for graphene spintronics.

We choose a flat Ni(111)/Gr interface with no tunnel barrier
[68]. Despite the good lattice match between Ni(111) and
Gr (1% difference), moiré patterns, a signature of different
interfacial configurations, have been observed not only in
polycrystalline [69], but also in single-crystalline Ni [70].
We therefore calculate the properties for several interfacial
configurations that may be present along the F/Gr interface.
Our results include three high symmetry positions of the
carbon atoms in the unit cell: top-fcc, top-hcp, and hcp- fcc,
shown in addition with the reference Ni(111) surface in Fig. 3.
Green lines mark the computational cell for the Ni slab and
graphene (five- and two-atom cell, respectively).

If these different configurations are energetically similar,
but lead to significantly different interfacial spin polarizations,
we then expect a nonuniform spin injection. This connection
also follows from Sec. II, as spin injection is related to the
interfacial spin polarization. Another source of inhomogeneity
is the formation of charge puddles in graphene [71] which

FIG. 3. (Color online) (a) Ni(111) bare surface and (b)–(d) with
graphene adsorbed—top view. Carbon atoms are black and nickel
atoms are violet. The unit cell is denoted by a green line. Studied
interfacial configurations are labeled by the corresponding high
symmetry position of the carbon atom in the unit cell: (b) top-fcc, (c)
top-hcp, and (d) hcp-fcc.
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FIG. 4. (Color online) (a) Band structure of graphene with a
marked Dirac cone at the K point. (b) The density of states (DOS)
has pronounced peaks, expected from the flat-band regions in (b).
The results have been calculated from first principles using the same
set of parameters as described in the text.

leads to a substrate-dependent spatial variation of the chemical
potential that we can model by a rigid shift in the electronic
structure and an effective spin polarization.

To compute the properties of the considered Ni(111)/Gr
configurations, we have used the Kohn-Sham DFT [72]
with PAW pseudopotentials [73] in VASP 5.1 [74,75]. The
correlation and the exchange part of the functional was vdW-
DF and optB88, for the best agreement with the RPA results
[49]. The inclusion of vdW interactions becomes particularly
important for multilayer graphene with the interlayer binding
having a predominantly vdW character. The plane wave cutoff
was 500 eV, with a k-point density of 9×9×1 [76].

A simple test of our approach and a reference for the
influence of the added F region is provided by showing
results for freestanding graphene in Fig. 4. Electronic structure
calculations illustrate the implications of a two-atom unit cell
which leads to two band crossings per Brillouin zone at the
K and K ′ points. The band structure of graphene is shown in
Fig. 4 along the directions given by the symmetry points of
�, K , and M of the hexagonal Brillouin zone. The energy in
Fig. 4, and in the subsequent results for the electronic structure,
is measured with respect to the Fermi level. The conduction
and valence band only touch in the charge neutrality points
(only the K point is shown), forming Dirac cones with linear
dispersion. Flat-band regions in Fig. 4(a) give rise to the peaks

in the density of states shown in Fig. 4(b), which also reflects
the presence of the Dirac cone at the Fermi level.

We next turn to the calculation of the electronic structure
for Ni/Gr junctions [77]. A computational cell includes two
C atoms per Gr layer (C1, C2) and the Ni(111) slab was
simulated by five layers (one atom Ni per layer: Ni1, . . . ,

Ni5). Unless explicitly specified, our Ni/Gr slab structure
was separated by 15 Å of vacuum in the z direction, from
its periodic image. The bottom Ni layer (atom Ni5) was
fixed, while other layers, including graphene, were allowed
to relax, until the forces on atoms were below 1 meV/Å.
After the full relaxation, the geometry we obtain has top-fcc
as lowest-energy configuration, shown in Fig. 3(b). This is in
agreement with both the experiments and the RPA results from
Ref. [49], giving a binding distance ≈2.1 Å between the C1
and Ni1 interfacial atoms, where C1 is in the lower left part of
the marked unit cell in Fig. 3(b), above Ni1 [78].

The spin-resolved band structure and DOS are shown in
Fig. 5, where we take the graphene lattice constant (2.46 Å)
to fit to the one of Ni (2.48 Å). This good lattice match is
also reflected in nearly identical dashed reference curves for
the band structure of freestanding Gr calculated at its own
and as adjusted to the Ni lattice constant, shown for spin-up
and spin-down in Figs. 5(a) and 5(c), respectively. We see that
the presence of Ni introduces significant changes in the band
structure, as well as in the DOS from Fig. 5(b), compared to
pristine Gr in Fig. 4(b).

To understand the hybridization in a Ni/Gr junction it is
helpful to invoke the results for freestanding Gr. The band
structure in Fig. 5 acquires an explicit spin dependence and
many states originating from Ni are visible near the Fermi
level and a few eV below. Thicker lines denote states localized
mainly on C atoms. The Dirac cone from Fig. 4 is destroyed
and there is an opening of a spin-dependent energy gap. In
Sec. IV we will revisit these features as a manifestation of the
proximity effects.

Further information about the Ni/Gr electronic structure is
provided by the atom-projected DOS in Fig. 6. For a given
spin projection there is a slight DOS difference among the five
Ni atoms, the DOS spin asymmetry is position dependent. A
larger Ni DOS contribution for E < 0 than for E > 0 near the
Fermi level is consistent with a stronger destruction of the K

point Dirac cone at E < 0 in Fig. 5. This is pronounced for the

FIG. 5. (Color online) Top-fcc Ni/Gr [see Fig. 3(b)]. (a) and (c) Band structure for spin up/down. Thick lines: States localized mainly on
C atoms. Red and blue dashed lines: Band structure of freestanding Gr at natural and Ni-adjusted lattice constants, respectively. (b) Density of
states (DOS) for the two spins. In all the graphs the energy is measured with respect to the Fermi energy.
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FIG. 6. (Color online) Atom-projected density of states (DOS) for top-fcc Ni/Gr. The data for each atom are shifted along the y axis for
clarity. (a) The minority and (b) majority spin channels. The values for C atoms are scaled by a factor of 10.

spin-down channel with a nearly flat band around the K point
at the Fermi level, strongly localized on C atoms (thick black
line).

The DOS for C1 and C2 atoms, corresponding to top and
fcc sites [see Fig. 3(a)], reveals differences with (i) respect
to freestanding Gr and (ii) each other. Near the Fermi level a
stronger influence of Ni is seen in the C1 DOS, while some of
the features from freestanding Gr [Fig. 4(b)] are partially pre-
served in the C2 DOS. With a small Ni spin-up DOS for E � 0,
the same can also be expected for C2 which, compared to C1,
is spatially further removed from the closest Ni atom. The
smallest change in the Dirac cone from Fig. 4(b) is seen for the
spin-up C2 DOS and E > 0 in Fig. 6(b). However, even there
the DOS is visibly altered. While DOS ∝ E up to E ∼ 2 eV in
Fig. 4(b), such a linear Dirac-cone dependence already ends at
∼1 eV for C2 in Fig. 6(b), expected from the Ni-hybridization
induced flattening of the C-localized band along the K-M
direction in Fig. 5(c). Through interaction with Ni, other
deviations in the C1 and C2 DOS from freestanding graphene,
such as an overall shift in features at E < 0, are visible.

Complementary information about the hybridization and
the nature of the bonding in the Ni/Gr junction can be
obtained from calculating the charge transfer and the nonlocal
binding energy density. We next discuss the first of them.
The charge rearrangement is shown along the cutting plane
marked by a green line along the unit cell diagonal in
Fig. 7(a). From Fig. 7(b) it is clear that such a charge transfer
differs significantly for C1 and C2 atoms, confirming again an
inequivalent strength of the hybridization between Ni and Gr.

C1, spatially closer to the interfacial Ni1, undergoes a stronger
hybridization. Further insights into charge rearrangement are
visible from isosurfaces for charge gain (red) and loss (blue),
shown in Figs. 7(c) and 7(d), for side and top views.

From the appearance of the charge transfer in Fig. 7(b)
one might conclude that there is a strong chemical interaction
between Ni and graphene. However, as explained in Ref. [49],
this system is better described as having a weak adsorption
with strong interaction. Gr on Ni shows a subtle interplay of
long-range vdW forces and short-range chemical interactions.
To minimize the energy of this system, the vdW attraction
brings Gr close to surface Ni atoms—at distances of 2.1 Å,
typical for chemical bonds. At such proximity, an overlap
of the orbitals between C and Ni atoms results in a charge
rearrangement that, together with vdW interaction, brings
the system to its energy minimum. While an overall weak
adsorption of graphene on Ni can be quantified by a relatively
small value of the binding energy, characteristic for the
physisorption value, it is accompanied by a pronounced effect
of chemical interaction visible both in the destruction of the
Dirac cone (gap opening) at the K point and a significant
charge transfer. A more detailed analysis shows that the vdW
attraction is somewhat larger, while the charge rearrangement
yields a repulsive contribution, resulting together in a total
attractive binding of ∼70 meV/C atom at 2.1 Å. This is a
slightly stronger binding than at another total energy minimum
occurring at the Ni-C separation of around 3.1 Å, of a pure
physisorption character and with a negligible interfacial charge
rearrangement [49].

FIG. 7. (Color online) The charge rearrangement: Difference of charge densities of the system and its parts, (a) shown along the cutting
plane through the marked green diagonal in the unit cell. (b) The color range from blue (charge loss) to red (charge gain) corresponds to charge
transfer values from −0.08 to 0.08 e/Å3, where e is the magnitude of the electron charge. Bold black and violet circles denote the C and Ni
atoms in the cutting plane. Atoms outside that plane are marked with additional white crosses. Isosurfaces of values 0.03 (red, charge gain) and
−0.03 (blue, charge loss) e/Å3 are shown using side (c) and top (d) views. The charge density is repeated throughout several unit cells.

085429-5
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The Ni-C interaction is dominated by the hybridization
between Gr π and Ni dz2 orbitals. From the shape of the charge
transfer isosurfaces and their cross section in Figs. 7(b) and
7(c), we conclude that the hybridization between top-site C1
and Ni1 atoms (pz with dz2 orbitals) results in a push of some
Ni1 dz2 orbitals above the Fermi level and thus a depletion of
charge in those states and an increase of the charge density on
the C1 pz orbitals. The other carbon atom, C2 on a fcc site has
a negligible interaction with the substrate, except through the
charge rearrangement in the graphene layer itself, caused by
the interaction of the on-top-site C1 atom with Ni.

We finally explore the nonlocal correlation binding energy,
providing additional insights about the Ni-C interaction and
the importance of the vdW bonding. This energy is expressed
as the vdW-DF functional [50]

ENL
c = 1

2

∫ ∫
d�rd�r ′n(�r)φ(�r,�r ′)n(�r ′)

=
∫

d�r
[

1

2
n(�r)

∫
d�r ′φ(�r,�r ′)n(�r ′)

]

=
∫

d�reNL
c (�r). (3)

Here n is the electron gas (number) density and φ is the
kernel of a double-space integral [50]. The nonlocal correlation
energy density per spatial point eNL

c represents the difference
between the system and its parts (Ni slab and Gr sheet)
and enables us to visualize the distribution of the nonlocal
correlation binding energy in Fig. 8. Since it is not possible to
generate images of eNL

c from VASP, we have used the JuNoLo
code for that purpose [79].

A binding energy calculated from local or semilocal correla-
tion functionals [using the local density approximation (LDA)
or the generalized gradient approximation (GGA)], defined
with a single-space integral, provides a simple interpretation:
The correlation energy can be assigned to a particular spatial
point. The nonlocal character of eNL

c makes it more challenging
to interpret its visualization: At each point it represents half
of the energy of the interaction of that point with all the other
points in space [80].

The vdW-DF has significant advantages over much simpler
semiempirical approaches [81] to introduce the vdW inter-
action: (i) the vdW-DF seamlessly includes extreme bonding
cases, from strong chemisorption (a large charge transfer, as
in GGA or LDA) to strong physisorption (negligible charge
transfer), and (ii) it reveals the origin of the vdW interaction

from the electron gas (due to nonlocal correlations). In the
semiempirical approaches atomic coordinates play a crucial
role, one would expect that the vdW interaction is related to
those positions.

However, Fig. 8 reveals a rather different picture. The re-
gions of significant eNL

c are distributed in strange shapes, even
distant from the neighboring C atoms. Comparing Figs. 7(b)
and 8(b) we see that a large eNL

c corresponds well to the regions
with the depleted charge after rearrangement. The origin of this
behavior is subtle and related to the definition of the kernel φ in
Eq. (3). The vdW-DF generalizes the analytical LDA solution
for correlation (both local and nonlocal) in a homogeneous
electron gas by using an expansion in inhomogeneous n.
Unlike in GGA or LDA, nonlocal binding occurs even without
charge rearrangement, for example, in regions left and right
above Ni1 in Fig. 8(b). The charge surrounding is different
between separated parts and the parts brought together to form
the system.

If the charge rearrangement occurs, signaling chemical
interaction, typically the dominant “lumps” of nonlocal corre-
lation binding energy are found where the charge was depleted
[82]. Again, this behavior is driven by the inhomogeneity
introduced in the electron gas by charge transfer and by
reducing n—it becomes more polarizable—which is at the
heart of the vdW interaction. The vdW interaction is a product
of polarizability and n. A large contribution is then a trade-off
between a large n (yielding small polarizability) and a large
polarizability (yielding small n). Intermediate densities bring
the largest contributions and such densities seem to appear in
regions of a depleted charge.

From the visualization of eNL
c , we conclude that such an

energy is relatively small per point, but is spread over a large
area (volume). Thus, its total contribution to the binding energy
is considerable, yet almost completely invisible for the local or
semilocal functionals. By limiting the range of the interaction
in Eq. (3), one could explicitly show [82] that the nonlocal
binding energy stems from the interaction between the region
around Gr and the region on the Ni surface, rather than from
just one region.

Our detailed analysis of the computational geometry,
including band structure, density of states, charge rear-
rangement, and the nonlocal correlation energy, shows that
hybridization with Ni leads to the nontrivial changes in the
electronic structure of graphene. Consequently, we expect
that these changes will also influence various spin-dependent
properties, such as spin injection and proximity effects, which

FIG. 8. (Color online) Nonlocal binding energy density eNL
c , (a) shown along the cutting plane through the marked green diagonal in the

unit cell. (b) eNL
c spans the range from 0 (blue) to 80 (red) meV/Å3. An isosurface of eNL

c = 60 meV/Å3 is shown using side (c) and top (d)
views. The nonlocal binding energy density is repeated throughout several unit cells.
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we will next try to estimate by introducing a computationally
inexpensive model using equilibrium calculations and spin
polarization maps.

IV. SPIN POLARIZATIONS: MODELING SPIN
INJECTION AND PROXIMITY EFFECTS

Calculating spin polarizations accurately is an important
prerequisite in the studies of various spintronic devices.
It provides a method to parametrize spin injection (recall
Sec. II) as well as various magnetoresistive and proximity
effects. However, even for a uniform bulk material different
experimental techniques can lead to different and inequivalent
spin polarizations. A simple change of a nonmagnetic region,
such as replacing a Al2O3 tunnel barrier by MgO [83–85],
changes dramatically the effective spin polarization and tun-
neling magnetoresistance using conventional ferromagnetic
regions. This highlights the need for accurate studies of
interfacial properties in ferromagnetic junctions: Altering the
interfacial configuration can significantly influence various
spin-dependent properties.

While it is tempting, as is often done [21], to use the DOS
spin polarization evaluated at the Fermi level (E = 0)

PN = (N↑ − N↓)/(N↑ + N↓) (4)

as a figure of merit for graphene spintronics, this quantity is
generally not related to transport. Similar problems [85,86]
pertain to the interpretation that PN of a bulk ferromagnet
should be used to parametrize the tunneling magnetoresistance
(TMR) in Jullière’s model [87,88]

TMR = 2PN1PN2

1 − PN1PN2
, (5)

where the ferromagnets F1 and F2 are separated by a tunnel
barrier.

For Ni, which at the Fermi level has both heavy d and light
s electrons, the DOS is dominated by the d electrons, while
the transport is influenced by s electrons with a large Fermi
velocity. As pointed out by Mazin [89], instead of using PN ,
it is relevant to consider a different effective spin polarization,

PNvα = (〈Nvα〉↑ − 〈Nvα〉↓)/(〈Nvα〉↑ + 〈Nvα〉↓), (6)

where the angular brackets denote performing the corre-
sponding Fermi surface average, where v↑ and v↓ are the
majority and minority Fermi velocities, respectively. α = 1
or PNv applies to the ballistic transport, while α = 2 or PNv2

yields the current polarization in the diffusive or tunneling
regimes [89,90]. Specifically, when α = 1 the expression for
a spin-resolved current has the form Jλ ∝ 〈Nvλ〉, expected
for a ballistic transport through a Sharvin contact [90], while
choosing α = 2 in performing the Fermi surface average
leads to the spin-resolved current Jλ ∝ 〈Nv2

λ〉, consistent
with the diffusive transport obtained from a Boltzmann
transport equation [90,91]. Consequently, we can confirm the
corresponding interpretations for the two spin polarizations
α = 1,2 in Eq. (6).

We first calculate the reference case of bulk Ni, shown in
Fig. 9(a). Our vdW-DF results agree well with all the features
obtained in Ref. [89]. Unless we are dealing with the half-
metallic ferromagnet for which different definitions would lead
to the same, complete polarization, even in a homogeneous
bulk sample, PN , PNv , and PNv2 can be very different and
have a strong energy (bias) dependence. The trends for these
spin polarizations also remain in the main panel of Fig. 9(b)
showing results in the lowest energy Ni/Gr configuration, top-
fcc depicted in Fig. 3(b).

Some care is needed to understand what is implied for
the Fermi velocity in the F/Gr junction. Due to the two-
dimensional character of graphene which at one of its ends is
surrounded by vacuum, vz = 0, normal to the interface. Unlike
the depicted spin injection and transport across (normal)
the interface in Fig. 1(a) we should think of spin injection
and transport in the direction parallel to the F/Gr interface.
Consequently, PNv , and PNv2 could be viewed as pertaining to
the ballistic and diffusive, parallel to the interface. However,
for a different geometry (to be discussed later, in Fig. 12) where
the graphene region is surrounded by Ni slabs from both sides,
there is a well-defined vz �= 0 and we expect the longitudinal
transport normal to the interface.

We can now explore one of the contributions to
the spatial nonuniformity of spin-dependent properties,
influenced by the choice of substrate. The existence of a
substrate-induced charge puddles (of size ∼100 nm) will
lead to a position-dependent Fermi level and spatially alter

FIG. 9. (Color online) (a) Energy dependence of the spin polarizations PN , PNv , and PNv2 in bulk Ni. (b) Results for top-fcc Ni/Gr. The
inset marks (vertical lines) the relevant E variation of the Fermi level due to substrate-induced charge puddles [71] (10 meV for BN, 100 meV
for SiO2). (c) Ni/bilayer Gr, the first and second layers are top-fcc and hcp-fcc, respectively, corresponding to the AB stacking, as depicted
in (d).
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FIG. 10. (Color online) (a) Energy dependence of the spin polarizations (a) PN , (b) PNv , and (c) PNv2 for the three lowest-energy Ni/Gr
configurations: top-fcc, hcp-fcc, and top-hcp. Reference curves for bulk Ni are also shown.

the effective spin polarization. Using a relation between the
effective spin polarization and spin injection, as discussed in
Sec. II, we can also estimate the expected nonuniformity of
spin injection across the Ni/Gr junction. The insets in Fig. 9(b)
mark the energy intervals corresponding to the expected
variation of the Fermi level with BN and SiO2 substrates. BN
[92,93] appears to be a good choice for achieving uniform spin
injection and other spin-dependent properties [94]. Different
substrates with a pronounced polar character strongly alter
the magneto-optical conductivity of graphene [95].

Our choice of the vdW-DF is particularly suitable to exam-
ine multilayer graphene. We model adding another Gr layer
(in the lowest configuration) by enlarging our computational
cell to nine atoms: five Ni atoms and two C atoms per Gr layer.
The interfacial configuration and calculated spin polarizations
are given in Fig. 9(c). It is interesting to compare these results
with a single Gr layer from Fig. 9(b). Even though adding
two more nonmagnetic (C) atoms in the computational cell
appears to be “magnetically diluting” our considered system,
we see comparable spin polarizations and a slight increase in
maximum PNv2 . Bilayer results show additional small features
in all spin polarizations, consistent with the vdW bonding and
the weaker hybridization of the Gr layer.

Recalling that a complete experimental F/Gr interface
can include “mosaiclike” different epitaxial arrangements of
graphene on Ni(111) (Fig. 3) of similar energies, we examine
if they lead to significantly different spin polarizations which
would imply a nonuniform spin injection. The results for the
lowest energy configuration of a single layer Gr (top-fcc)
are shown in Fig. 10, together with the two energetically
higher configurations hcp-fcc (3.9 meV above) and top-hcp
(15.9 meV above). The dominant contribution to PN in
Fig. 10(a) for all the studied configurations can be attributed
to the bulk Ni behavior, shown as a reference solid curve. The
departure from Ni behavior is more apparent in Fig. 10(c), as
the contribution of the Fermi velocity grows for PNv2 .

For all PN , PNv , and PNv2 the most similar behavior is
between the lowest and highest energy configuration (top-fcc
and top-hcp). How can we understand this seemingly peculiar
trend? A closer analysis reveals that both top-fcc and top-hcp
are examples of chemisorption with the bonding distance of

∼2.1 Å, while in hcp-fcc a chemisorption with a pronounced
vdW character is responsible for a much larger distance of
∼3.1 Å. From PN for hcp-fcc we also see more features than in
the two chemisorption configurations where the stronger effect
of hybridization between Ni and C atoms could be attributed
to smoothing their individually different DOS behaviors.
Only modest changes in PNv2 for different configurations are
encouraging for the uniformity of spin injection in a diffusive
regime.

We now return to the spin polarization of bilayer graphene
[96], shown for the lowest-energy configuration in Fig. 9(c).
Pristine bilayer Gr displays different intrinsic properties from
pristine single layer Gr, such as an opening of the energy
gap. Within our simplified computational geometry, studying
a bilayer Gr may also reveal trends expected in the actual
F/Gr junctions for spin injection in lateral devices [2,17,18]
that can differ significantly from a vertical geometry with a
single interface in Fig. 1(a). In such lateral devices the spin
injection can be viewed as proceeding through two interfaces
(junctions): (i) from F in contact with Gr, strongly modified by
the proximity of the F region, and (ii) from strongly modified
Gr to pristine Gr (for example, extending laterally beyond the
region covered by a ferromagnet). Qualitatively, the influence
of this second interface can be modeled as the “interface”
between the first and the second Gr layer. Different bilayer
configurations, shown in Fig. 11 and labeled by the first Gr
layer (next to the Ni slab), could be viewed as altering the
relative orientation of the second interface with respect to the
pristine Gr.

The three bilayer configurations follow the same ordering in
energy as a single Gr layer in Fig. 10. The lowest energy is for
top-fcc, hcp-fcc is 15.8 meV above, and top-hcp is 21.6 meV
above top-fcc. In all the cases, the distance of the second
Gr layer is about 3.3 Å, approaching the layer separation
in graphite. While for a single Gr layer there was a slight
distinction between spin polarizations for chemisorption and
physisorption (having additional small features, recall Fig. 10),
there are no pronounced differences for bilayer Gr. All spin
polarizations display similar trends. Connecting this behavior
with the interpretation of the second interface relevant for
spin injection in lateral F/Gr junctions, we expect a modest
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FIG. 11. (Color online) (a) Energy dependence of the spin polarizations (a) PN , (b) PNv , and (c) PNv2 for the three lowest-energy Ni/
bilayer Gr configurations: top-fcc, hcp-fcc, and top-hcp. The configurations are labeled by the first graphene layer (next to the Ni slab) and the
same energy ordering is retained as in the single layer graphene from Fig. 10.

dependence of the spin injection on the orientation of this
second interface.

In contrast to the previous geometries with vanishing Fermi
velocity normal to the interface (vz = 0), we can apply a
similar framework to vertical Ni/Gr/Ni junctions (each Ni
slab has five atoms) and also study properties relevant to
vertical transport. We confirm in Fig. 12 a spin-filtering effect
[7,10,97,98] with multilayer graphene. At the Fermi level,
for a top-fcc interfacial configuration, PNvz

for five Gr layers
(ABABA stacking) is almost one order of magnitude larger
than for a single Gr layer. The magneto-optical Kerr effect
can be a very sensitive probe to identify different stackings in
multilayer Gr [99].

The results in Figs. 9–12 already provide some guidance
about spin injection and its possible bias dependence arising
from the energy-dependent DOS and Fermi velocities [100],
missing in the simple model of spin injection. For an additional
understanding of F/Gr spin injection in a diffusive regime,
relevant to lateral spin transport and magnetologic gates, it

FIG. 12. (Color online) Spin-filtering effect in ballistic spin po-
larization across the Ni/Gr/Ni slab PNvz

.

could be possible to take advantage of state-of-the-art codes
combining transport with first-principles electronic structure
calculations [98,101]. This is a considerable challenge as such
codes are computationally demanding and are typically tai-
lored to ballistic transport. A further computational complexity
will result from the effort to describe the diffusive regime.
However, we show here that, even with a small computational
cell and modest computational resources, we could provide
considerably more detailed information then already available
in Fig. 9.

From the simple picture of spin injection in Sec. II,
one can infer that more representative information should
be spatially resolved, rather than averaged over the whole
junction, as in Fig. 9. On one hand, the information about
the interfacial layer of Ni could be more important for spin
injection, than bulk Ni properties, far away from the Ni/Gr
junction. On the other hand, an average spin polarization
over the whole junction is typically dominated by the bulk
Ni properties with only a small contribution coming from
the C atoms. As one is interested in lateral geometries, it
is precisely that spin-dependent information induced on C
atoms, away from the F region, that would be particularly
relevant.

Such spatially resolved information is also crucial for the
studies of proximity effects which are otherwise overshadowed
by a large spin-dependent signal of the F region. Moreover,
within our equilibrium calculations, exploring proximity ef-
fects is directly accessible. In novel material systems it may not
be obvious what is the origin of the large changes (including
a sign change) between different spin polarizations. To further
explore that, as well as the dominant contribution to different
spin polarizations, it is valuable to study their projection to
different atomic orbital symmetries [102].

To better understand the spatially resolved information, we
focus in Fig. 13 on the lowest-energy interfacial configuration
(top-fcc) and show bulk Ni and atomically resolved magnetic
moments. The interfacial Ni1 magnetic moment is reduced
as compared to its bulk value, while the suppression is much
stronger on the two C atoms (C1 and C2 have opposite signs).
The middle panel of Fig. 13 shows the orbital projections of
the DOS polarization. While C atoms are dominated by the
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FIG. 13. (Color online) The anatomy of spin polarization. From left to right: Spin polarizations for a reference Ni bulk sample and the
color scale used throughout. Inset: Magnetic moment resolved on each atom in the computational cell (C1, C2, Ni1, . . . ,Ni5) for top-fcc
configurations. Orbital projections of the atomically resolved DOS spin polarization shown as a function of energy. In these and all the
subsequent panels, the dashed horizontal line marks the Ni/Gr interface. Right panel: Spin polarization maps.

contributions of the s and p orbitals, the total DOS for Ni
reflects the d-orbital contribution of the minority spin and thus
leads to bulk PN < 0.

If we use the Ni3 value (in the middle of the computational
Ni slab) to represent a bulk DOS behavior, it reveals that
a sharp bulk PN increase (near E ≈ −0.4 and 0.3 eV, left
panel) coincides with the approximate width of the d band
[89]. From the Ni3 DOS values we see that the subdominant
s- and p-orbital contributions have an opposite sign to the
dominant d-orbital contribution. However, once we consider
the DOS convolution with the square of the Fermi velocity,
the roles of subdominant and dominant contributions can be
exchanged. For E > 0 the importance of the s contribution is
responsible that PNv2 > 0 has an opposite sign to PN .

Another way to examine spatially resolved spin polar-
izations is provided in the right panel of Fig. 13 where
different orbital contributions are summed up and shown for
PN , PNv , and PNv2 , all corresponding to the lowest-energy
interfacial configuration. A quick look confirms the expected
bulk behavior of these polarizations (by looking at the behavior
of the Ni3 values), as well as the similarity of the atomically
resolved total PN to just its d-orbital contribution.

To deduce possible trends in spin injection, we use the
interfacial Ni1 value as its proxy. As a nonequilibrium process,
the spin injection in the diffusive regime is better represented
by PNv2 at Ni1 (and its energy/bias dependence), than by the
Gr value at C1 and C2 which, at E = 0, corresponds to the
intrinsically equilibrium proximity effects. Indeed, the spin
diffusion length (recall Fig. 1), associated with spin injec-
tion/accumulation from a ferromagnet, exceeds microns in Gr,
significantly longer than the Fermi wavelength [11,103,104]
λF ∼ 50 nm, characteristic for proximity effects.

Inferring spin injection through the Ni1 value of PNv2

suggest its modest efficiency. This is not surprising considering
the simple resistor model of a F/Gr junction, in the absence of
a large spin-dependent interfacial contribution. Similar diffi-
culties, including magnetically inactive ferromagnetic/silicon
interfaces were attributed to early failures to achieve spin
injection in Si [105]. However, there are experiments showing
a more complicated behavior and an efficient spin injection

in the regime where the arguments of the resistance mismatch
between the F and N regions would suggest negligible spin
injection [56,106]. Furthermore, similar to spin filtering with
additional Gr layers in Fig. 12, we expect that a more
efficient spin injection using Ni would be readily available,
without relying on conventional tunnel barriers. There are
already experimental demonstrations of a robust spin injection
inserting either a layer of amorphous C atoms or a layer of a
fluorinated Gr in F/Gr junctions [19,20].

We can examine several factors that could contribute to
the spatial dependence of the Ni1 value of PNv2 and thus to
the nonuniformity of spin injection. Repeating the arguments
about charge puddles from substrates that alter the position
of the chemical potential, we expect that a weak energy
dependence of PNv2 at Ni1 would be useful for realizing
uniform spin injection. We note that both the magnitudes and
the energy dependence of PNv and PNv2 of the bulk Ni3 values
(right panel) match well with the actual bulk calculation in the
left panel of Fig. 13.

In addition to the lowest-energy top-fcc, we also show
in Fig. 14 the spin polarization maps for two higher energy
interfacial configurations, top-hcp and hcp-fcc. A quick

FIG. 14. (Color online) Spin polarization maps for interfacial
configurations of higher energy, retaining the notation and color code
from Fig. 12. Left panel: top-hcp, right panel: hcp-fcc interfacial
configuration, from Figs. 3(c) and 3(d), respectively.
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comparison with Fig. 13 reveals a very similar PNv2 for all
considered configurations. Furthermore, at Ni1, proxy for spin
injection, there is only a weak energy dependence. These
findings are encouraging for a uniform spin injection across
Ni/Gr junction in a diffusive regime. Even if we consider the
substrate effects due to puddle formation, this would not alter
significantly (especially for BN) the relevant spin polarization,
supporting a uniform spin injection in the diffusive regime.

The spin polarization maps can also be used to examine
magnetic proximity effects, arising from a nonvanishing
overlap between the wave functions in the ferromagnetic and
(initially) nonmagnetic regions, included in the first-principles
calculations. While proximity effects alone can be viewed as
central to several types of devices [12,44], we can also see their
importance in including them for the studies of spin injection
in F/Gr junctions.

The simple model of spin injection from Sec. II completely
excludes magnetic proximity effects in the N region. For
a thick N region in Fig. 1 this is a good approximation.
Short-ranged proximity effects are localized in a very thin layer
close to the F/N interface (∼λF ), while LsN can be orders of
magnitude longer: The nonequilibrium spin injection effects
are predominantly responsible for any difference between
the spin-up and spin-down properties, such as the DOS. In
contrast, for the N region that is the 2D graphene layer, its
thickness is smaller than the characteristic proximity length
(λF ∼ 50 nm in graphene). Even at zero bias, next to the
ferromagnet, the whole N region acquires spin-dependent
properties. The spin injection into Gr is then effectively a
spin injection into a weak (proximity induced) magnet.

While in the top-fcc configuration (inset of Fig. 13, left
panel) the magnetic moment induced on C1 and C2 is very
small, the corresponding spin polarization is much larger.
For the given energy range we see approximately that PN <

PNv < PNv2 , at both C1 and C2 positions. Considering that
the magnetic proximity effect is even present in equilibrium
and does not require transport, PN is its useful signature. We
can already infer some trends in the proximity effects from
the charge transfer calculations in Fig. 7. Recognizing from
Fig. 4(b) that the local environments are inequivalent for the C1
and C2 atomic sites we then expect a different charge transfer
in these two sites. Indeed, while there is a strong charge transfer
at C1, it is much smaller at C2.

Considering that a strong chemical bonding of the inter-
facial C and Ni atoms leads to a gap opening, we could
expect an antiferromagnetic ordering in an insulator with
a change of sign in PN on C1 and C2. However, for the
top-fcc configuration this is only realized in small pockets
(E ∼ −0.3 eV and E ∼ 0.4 eV). The s-orbital contribution to
the PN has predominantly the same sign and there is a large
positive PNv2 at both C1 and C2, for all shown energies. This
behavior in which the sign of PN on C1 and C2 is preserved
could be explained by the change in the hybridization from
sp2, in pristine Gr, to sp3, when Gr is bonded on Ni, consistent
with the charge transfer in Fig. 7(b). A charge transfer in the
region connecting C1 and Ni1 also indicates a change in the pz

orbital charge distribution, further supporting the assumption
of an sp3 bonding.

Another manifestation of the proximity effects can already
be seen from the modification of the graphene band structure

FIG. 15. (Color online) Spin polarization maps for top-fcc, the
lowest interfacial configuration of a bilayer Gr. Left panel: Orbital
projections of the atomically resolved DOS spin polarization, right
panel: spin polarization maps.

in the Fig. 5. Top-fcc configuration in Ni/Gr junctions with a
Ni1-C1 bonding distance of ≈2.1 Å leads to the destruction
of the Dirac cone at the K point for freestanding graphene in
Fig. 4. Using the parametrization from the proximity effects
studied in a ferromagnetic insulator (EuO)/Gr junction [14],
the modified Dirac dispersion relation at the K point contains
the spin-dependent Fermi velocity v↑/v↓ ≈ 11 and the spin-
dependent gap (mass) 
↑ ≈ 380 meV and 
↓ ≈ 360 meV, for
majority and minority spin, respectively.

Spin polarization maps can also be used to explore junctions
with bilayer Gr. This is informative both to further understand
the proximity effect on C atoms, as well as to develop some
insights about lateral spin injection that could be considered
as being influenced by two interfaces (recall the discussion
of Fig. 11). The results for the lowest-energy configuration in
Fig. 15 clearly show that adding an extra layer of Gr (atoms
C3 and C4), to the interfacial configuration top-fcc, leaves
virtually unchanged not only the spin polarization on Ni atoms,
but also on C1 and C2, from Fig. 13. This behavior also applies
to the higher-energy configurations in Fig. 16.

Looking at the spin polarization maps for bilayer Gr one can
predominantly see a continuous extension of features obtained
with a single layer into the second layer. This behavior is
a consequence of the strongly interacting pz orbitals of the
C atoms with the d2

z orbitals of the underlying Ni atoms.

FIG. 16. (Color online) Spin polarization maps for interfacial
configurations of higher energy and bilayer Gr. Left panel: top-hcp,
right panel: hcp-fcc interfacial configuration.
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The same orbitals in the second Gr layer are sensitive to
those changes due to symmetry reasons, propagating them
in Gr layers further away from the interface with Ni, even
though the interaction between the first and second Gr layer
is almost exclusively of vdW nature. For a given type of
spin polarization (PN , PNv , or PNv2 ) we see only modest
changes among different configurations of the second Gr layer.
If we interpret that as the behavior representing the second
interface, we expect only a small influence of the orientation
of that interface on spin transport. These findings from spin
polarization maps further corroborate our conclusions of the
spatially averaged information presented in Fig. 11.

The information about the energy dependence contained in
the spin polarization maps could be used to estimate the possi-
bility to alter the magnetic proximity effects using a gate bias
from an electrode placed close to the F region. Such tunable
magnetic proximity effects are considered as a promising path
to implement various spintronic devices [11–13].

V. CONCLUSIONS

We have established a computationally inexpensive model
to explore spin injection and proximity effects from first
principles. We illustrate our approach on the example of a
Ni(111)/graphene junction and compare our findings with
the standard model of spin injection, successfully employed
for macroscopic metallic junctions. While that conventional
picture of spin injection is bias independent and corresponds
to an equivalent resistor scheme, our findings reveal that
significant deviations from that description could be possible
in Ni/graphene junctions. We explore several sources of the
bias dependence and estimate different contributions to the
nonuniformity of spin injection along the interface, important
for spintronic devices, but absent in the conventional picture.

The two-dimensional nature of graphene requires recon-
sidering usually ignored proximity effects in the description
of spin injection. The length scale of these proximity effects
exceeds the thickness of graphene. The spin injection from
a ferromagnet therefore takes place in a weak (proximity
induced) magnet, rather than in a nonmagnetic material
without any spin-dependent properties. For spin injection in
lateral devices it is helpful to consider the influence of two
interfaces: between Ni and strongly modified graphene and
between strongly modified and (nearly) pristine graphene.
From the studies of bilayer graphene, we conclude that main
effects on spin injection come from the first interface.

To study spin injection and proximity effects we calculate
different spin polarizations, that of the density of states, as well
as ones including convolutions with the linear and quadratic
contribution of Fermi velocities, for ballistic and diffusive

regime, respectively. In addition to the results averaged over
the whole junction, we also calculate atomically resolved spin
polarization maps, providing the anatomy of spin polarization
for a given interfacial configuration. This is particularly useful
to study the effects on graphene layers, which otherwise could
be very small if only the spin polarization of a whole junction
is given.

Our approach complements other studies of spin injection
and includes also a diffusive regime, usually not considered in
the first-principles studies of spin transport. For simple models,
described in Sec. II, our approach could provide various
spin polarizations and their bias dependence, as required
input parameters. This is applicable to models of lateral spin
injection [67] where our findings could identify the missing
bias dependence [107]. The efficiency of our first-principles
description of spin injection provides a valuable guidance,
before investing a large amount of computer time in more
sophisticated quantum transport calculations [98,101] that give
an accurate account of finite-bias effects in the ballistic regime,
as well as a starting point for detailed studies in more complex
systems [108,109].

We expect that various generalizations of our model could
be directly implemented. The presence of surface roughness,
disorder, and interfacial defects [45,110] modify spin po-
larizations and thus influence spin injection and proximity
effects. Intercalation of other atoms in the interfacial region
could significantly alter the spin-dependent properties of Gr
junctions, hydrogenated graphene [65,111,112] provides one
such example. In the context of spin injection efficiency,
similar trends can already be inferred from Fe/GaAs junctions
with intermixed interfacial configurations [45].

While we have focused on graphene-based junctions, our
approach could be applied to a wide range of material systems
to study their potential for spin-based devices. The use of
van der Waals interactions in first-principles studies offers a
natural framework both for the inclusion of important effects in
multilayer graphene and the consideration of high-quality van
der Waals 2D heterostructures [113], which are not limited
to the lattice-matching constraints in conventional epitaxial
growth.
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Lundqvist, Phys. Rev. Lett. 92, 246401 (2004).

[51] D. Eom, D. Prezzi, K. T. Rim, H. Zhou, M. Lefenfeld, S. Xiao,
C. Nuckolls, M. S. Hybertsen, T. F. Heinz, and G. W. Flynn,
Nano Lett. 9, 2844 (2009).

[52] G. M. Sipahi, I. Žutić, N. Atodiresei, R. K. Kawakami, and
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(CRC Press, New York, 2011); T. S. Santos and J. Moodera,
ibid.

[86] X.-G. Zhang and W. H. Butler, J. Phys.: Condens. Matter. 15,
R1603 (2003).

[87] M. Julliére, Phys. Lett. A 54, 225 (1975).
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[112] D. Soriano, F. Munõz-Rojas, J. Fernández-Rossier, and
J. J. Palacios, Phys. Rev. B 81, 165409 (2010); T. Kato,
T. Nakamura, J. Kamijyo, T. Kobayashi, Y. Yagi, and J.
Haruyama, Appl. Phys. Lett. 104, 252410 (2014).

[113] A. K. Geim and I. V. Grigorieva, Nature (London) 499, 419
(2013).

085429-15

http://dx.doi.org/10.1038/nature04235
http://dx.doi.org/10.1038/nature04235
http://dx.doi.org/10.1038/nature04235
http://dx.doi.org/10.1038/nature04235
http://dx.doi.org/10.1038/nphys384
http://dx.doi.org/10.1038/nphys384
http://dx.doi.org/10.1038/nphys384
http://dx.doi.org/10.1038/nphys384
http://dx.doi.org/10.1103/PhysRevLett.97.026602
http://dx.doi.org/10.1103/PhysRevLett.97.026602
http://dx.doi.org/10.1103/PhysRevLett.97.026602
http://dx.doi.org/10.1103/PhysRevLett.97.026602
http://dx.doi.org/10.1063/1.3635391
http://dx.doi.org/10.1063/1.3635391
http://dx.doi.org/10.1063/1.3635391
http://dx.doi.org/10.1063/1.3635391
http://dx.doi.org/10.1038/am.2012.16
http://dx.doi.org/10.1038/am.2012.16
http://dx.doi.org/10.1038/am.2012.16
http://dx.doi.org/10.1038/am.2012.16
http://dx.doi.org/10.1103/PhysRevB.85.100404
http://dx.doi.org/10.1103/PhysRevB.85.100404
http://dx.doi.org/10.1103/PhysRevB.85.100404
http://dx.doi.org/10.1103/PhysRevB.85.100404
http://dx.doi.org/10.1103/PhysRevB.78.121303
http://dx.doi.org/10.1103/PhysRevB.78.121303
http://dx.doi.org/10.1103/PhysRevB.78.121303
http://dx.doi.org/10.1103/PhysRevB.78.121303
http://dx.doi.org/10.1038/nature11719
http://dx.doi.org/10.1038/nature11719
http://dx.doi.org/10.1038/nature11719
http://dx.doi.org/10.1038/nature11719
http://arxiv.org/abs/arXiv:1406.4656
http://dx.doi.org/10.1103/PhysRevLett.89.166602
http://dx.doi.org/10.1103/PhysRevLett.89.166602
http://dx.doi.org/10.1103/PhysRevLett.89.166602
http://dx.doi.org/10.1103/PhysRevLett.89.166602
http://dx.doi.org/10.1103/PhysRevLett.109.186604
http://dx.doi.org/10.1103/PhysRevLett.109.186604
http://dx.doi.org/10.1103/PhysRevLett.109.186604
http://dx.doi.org/10.1103/PhysRevLett.109.186604
http://dx.doi.org/10.1103/PhysRevB.81.165409
http://dx.doi.org/10.1103/PhysRevB.81.165409
http://dx.doi.org/10.1103/PhysRevB.81.165409
http://dx.doi.org/10.1103/PhysRevB.81.165409
http://dx.doi.org/10.1063/1.4885390
http://dx.doi.org/10.1063/1.4885390
http://dx.doi.org/10.1063/1.4885390
http://dx.doi.org/10.1063/1.4885390
http://dx.doi.org/10.1038/nature12385
http://dx.doi.org/10.1038/nature12385
http://dx.doi.org/10.1038/nature12385
http://dx.doi.org/10.1038/nature12385



