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Abstract
Junctions comprised of ferromagnets and nonmagnetic materials are one of the key building
blocks in spintronics. With the recent breakthroughs of spin injection in ferromagnet/graphene
junctions it is possible to consider spin-based applications that are not limited to
magnetoresistive effects. However, for critical studies of such structures it is crucial to
establish accurate predictive methods that would yield atomically resolved information on
interfacial properties. By focusing on Co(0001)/graphene junctions and their electronic
structure, we illustrate the inequivalence of different spin polarizations. We show atomically
resolved spin polarization maps as a useful approach to assess the relevance of
Co(0001)/graphene for different spintronics applications.

(Some figures may appear in colour only in the online journal)

1. Introduction

While the crucial importance of carbon in molecular electron-
ics (moltronics) [1, 2] has been recognized for several decades,
only more recently has it also become clear that a similar
potential may arise for spintronics [3, 4]. One can also envision
desirable materials and device properties emerging from the
combination of moltronics and spintronics [5]. Perhaps the
key push for carbon-based spintronics comes from graphene
which, with many impressive breakthroughs in the past few
years, has become one of the most versatile materials, holding
promise for many new applications and for improving existing
ones. Figure 1 illustrates the lattice structure of graphene
with a two-atom unit cell which leads to two band crossings
per Brillouin zone at the K and K′ points. The conduction
and valence bands only touch at the charge neutrality points,
forming Dirac cones with linear dispersion, while flat-band
regions give rise to peaks in the density of states. Because of
its two-dimensional nature and electronic structure graphene

5 On subbatical leave from: Instituto de Fı́sica de São Carlos, Universidade
de São Paulo, Brazil.

has interesting mechanical and electronic properties. Owing
to the strong sp2 in-plane bonding, graphene has structural
stability and mechanical strength. Out-of-plane π states de-
fine the transport and binding properties of graphene. Some
applications of graphene rely on its self-standing properties,
such as DNA sequencing [6], while others inevitably include
graphene deposited on a certain surface.

In spintronics a typical building block is comprised of
ferromagnet/nonmagnet structures [7], so one of the key ques-
tions in graphene spintronics would be to develop a systematic
understanding of ferromagnet/graphene (F/Gr) junctions, with
both single and multi-layer graphene. Our theoretical goal,
discussed in this work, focuses on developing ab initio studies
to elucidate atomically resolved information for such junctions
that would also apply to multi-layer graphene, predicted to
give excellent spin filtering [8–11]. Traditionally, junctions
with ferromagnets are used in spintronics to realize spin-valve
structures and magnetoresistive effects [7], which have also
been experimentally demonstrated employing graphene [12–
17]. However, graphene spintronics may also offer other op-
portunities that are not limited to magnetoresistance for im-
plementing magnetic sensing and information storage. In fact,
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Figure 1. (a) The honeycomb lattice and (b) the corresponding Brillouin zone of graphene. (c) The band structure of graphene with a marked
Dirac cone at the K point. (d) The density of states shows pronounced peaks, as expected from the flat-band regions in (c). The results (c)
and (d) have been calculated from first principles using the same set of parameters as described later in the text.

experimental breakthroughs in F/Gr junctions have revealed a
very effective method for room temperature spin injection [18]
with record high values for spin accumulation [19]. Another
desirable property of F/Gr junctions is that the graphene layer
can be a suitable replacement for tunnel regions and provide
robust spin injection in semiconductors [20] with desirable
resistance values [21]. Despite being atomically thin, owing to
sp2 bonding, graphene can effectively prevent metallic ions
from migrating from the F-region into the semiconductor,
increasing the longevity of devices [20]. With the chemical
inertness of graphene (the carbon atoms tend not to interact
with out-of-plane atoms), there are fewer charge-traps leading
to a dynamical response to spin injection free of charging-time
delays, suggesting fast and stable operation [21].

One can then envision that such graphene-enhanced spin
injection could enable a variety of other devices not limited
to magnetoresistive effects, such as magnetologic gates [22,
23], spin interconnects [24], and spin lasers [25–28]. To
highlight the optimization of novel spintronic devices through
first-principles calculations, we briefly discuss an example of
a spin laser, relying on spin injection to generate an imbalance
of spin-up and spin-down carriers that leads to the emission
of circularly polarized light [25, 29]. A simple analogy of
water pumped into a bucket can already illustrate how such
lasers work and qualitatively explain various experiments
that confirm their improved operation, as compared to their
conventional (spin-unpolarized) counterparts [26, 27, 30].
Water added to the bucket represents the injection of carriers
into the laser, while the water coming out of the overfilled
bucket corresponds to the emitted light through lasing. To
consider the effect of spin injection and the net carrier spin
polarization, we choose a bucket partitioned in half and
each of the halves separately filled with hot and cold water,
representing spin-up and spin-down carriers, respectively [25].
In an idealized case of an F/Gr spin injector providing, say, only
spin-up carriers, this bucket analogy would tell us that only one
half of the bucket needs to be filled for water to overflow and
thus explain experiments showing that spin lasers can lase at a

reduced injection intensity6. This threshold reduction can also
be related to the improved dynamical properties of spin lasers,
such as the enhanced bandwidth [31, 32]. On the other hand,
the previously mentioned reduced number of charge-traps
in F/Gr junctions could also enable the fabrication of spin
injectors with fast spin modulation to achieve other advantages
envisioned for spin lasers [25, 33].

With this motivation it should be clear that it is important
to seek ferromagnetic surfaces which are suitable candidates
for graphene adsorption. Ni(111) and Co(0001) have lattice
constants close to that of graphene, which makes them suitable
for ab initio studies, at a reasonable computational cost, by
making them commensurate with the graphene lattice (or
vice versa). The binding of graphene on metallic surfaces
in general is an interesting topic which has been researched
a lot recently [34–36, 38]. The possibility of hybridization
of carbon orbitals with metallic states which cause a change
in the graphene electronic structure and with the additional
possibility of doping by adsorption or intercalation of
additional chemical species is of great practical and techno-
logical interest. Furthermore, theoretical studies of graphene
on metallic surfaces provide an excellent test bed for testing
the accuracy of density functionals [39]. Graphene sheets and
metallic surfaces both have relatively large polarizabilities
which in combination with intermediate electron gas densities
yield a significant nonlocal correlation interaction or van
der Waals interaction (vdW). In particular, having more
than one layer of graphene on top of one another creates a
graphite structure in which the binding between the layers
is exclusively of vdW nature. As mentioned previously, in
multi-layer graphene one expects desirable spin filtering
properties and thus the possibility to implement a highly
efficient F/Gr spin injector [9]. This paper is organized
as follows. First, we give the calculation details; next, we
analyze the results of calculations looking at the geometry of

6 An experimental demonstration of such lasing does not give an ideal
reduction by a factor of two (to only fill one half of the bucket), since
the injected carriers are not completely polarized and their degree of
spin polarization could be further reduced through spin relaxation.
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the system, band structure, density of states, charge transfer
and hybridization analysis and nonlocal correlation binding
energy; we also look at three different expressions for the
polarization values as defined in [40] and compare them.
Finally, we give conclusions.

2. Computational details

We have used Kohn–Sham density functional theory (DFT)
[41] with the projector augmented wave method (PAW) [42,
43] as implemented in the VASP 5.1. computer code [44, 45].
Considering the light mass (the small atomic number) of car-
bon atoms and the spin–orbit gap which is only∼24µeV [46],
it is accurate to perform nonrelativistic calculations7. We em-
ployed a plane wave cutoff of 500 eV and dipole correction [48,
49] in our calculations. All structures were allowed to relax
until the atomic forces were below 1 meV Å−1. We have used
vdW-DF correlation [50, 51] with the optB88 exchange [39].
The nonlocal functional vdW-DF was selfconsistently imple-
mented in VASP only recently [52] following the method of
Román-Pérez and Soler [53], which makes its computational
cost virtually identical to the cost of LDA/GGA (local density
approximation/generalized gradient approximation) calcula-
tions. The Co(0001) slab was simulated by five layers of
cobalt, all of which were allowed to relax, with an additional
22 Å of vacuum to avoid periodic image interaction. A k-point
density of 9× 9× 1 was used [54]. All calculations were spin
polarized.

The reason for choosing optB88 is found in Mittendorfer
et al [39] who have studied graphene on Ni(111) primarily by
means of the random phase approximation (RPA) and exact
exchange (EXX), which is about 200–300 times more costly
than a GGA or vdW-DF type of calculation. The authors have
used those results to find the type of exchange which is best
suited for use with vdW-DF nonlocal correlation. Because
of the very delicate interplay of charge transfer and vdW
interaction the Ni(111)–Gr system was a very good reference
system. The optB88 exchange in combination with vdW-DF
reproduced the RPA–EXX curve very well and agreed well
with the experimental results. Graphene on Co(0001) is in this
respect similar to the Ni(111)–Gr system, i.e. there is a strong
interaction, visible in the charge rearrangement and the change
of the band structure, and yet a relatively weak adsorption is
found. It should be mentioned that in an earlier paper [55]
graphene on Ni(111) and Co(0001) was studied by the same
method, i.e. RPA and EXX, and it was concluded that vdW-DF
is inaccurate in the description of covalent bonds—which is
not entirely correct8. The vdW-DF is by no means inaccurate
in the description of the covalent bonds. It is exactly the idea

7 In contrast, with compounds comprised of heavier elements the
inclusion of spin–orbit coupling in ab initio studies can be particularly
important [47].
8 The authors of [55] give a correct conclusion in the reference section
stating that vdW-DF is very sensitive to choice of the exchange
functional, i.e. the final positions of the atoms are very sensitive
to this. However, in the main text of [55] there is a different statement
that vdW-DF has problems with describing the covalent bonding,
which is not correct.

of the vdW-DF functional that it is seamless—i.e. it should be
able to describe any type of bonding accurately—from pure
physisorption to strong chemisorption [56, 57]; however, the
absolutely best choice of the exchange part for the vdW-DF
type functional is still under discussion [58].

3. Results

3.1. Geometry of the system, binding energy, magnetic
moments

To make the graphene unit cell commensurate with the
Co(0001) we have scaled the graphene lattice constant (a =
2.46 Å) to fit the Co one (a = 2.49 Å). The approach of
adjusting the graphene lattice constant is more common in
the literature [35, 39, 55]; however, one can also choose to
adjust the metal lattice constant [34]. We believe that the
latter approach is more physical, but we chose to change the
graphene lattice constant in order to be able to compare our
results with the results of others. The choice of which of the
lattice constants is changed can have a significant influence
on the results and it is known that for the case of the Cu(111)
surface the binding strongly depends on this choice [55]. In
reality, graphene often compensates for the lattice mismatch
with the substrate over longer distances, usually followed by
buckling of the graphene and creation of moiré patterns [59].
Calculation of such large cells is sometimes possible, but at a
very large computational cost [36]. Even for the frequently
used approach of considering a simplified lattice matched
structure between Co and graphene that we employed here to
reduce the computational complexity, one can estimate some
influence of imperfections that could also modify our results
for the calculated spin polarizations. For example, it is known
that nanoscale charge puddles form in graphene [37] which
lead to a substrate-dependent spatial variation of the chemical
potential that we can model by a rigid shift in the electronic
structure and the effective spin polarization. Meanwhile, in the
case of a BN substrate this shift corresponds to only∼10 meV;
for SiO2 it is considerably larger at ∼100 meV [37].

If not specified otherwise, all results are for the functional
with vdW-DF correlation and optB88 exchange. We have
tested three high symmetry positions of the carbon atoms
in the unit cell: TOP–FCC, TOP–HCP and FCC–HCP. The
TOP–FCC position is shown in figure 2.

The energies of the TOP–FCC and TOP–HCP structures
are virtually identical, TOP–FCC being just slightly lower.
The FCC–HCP structure is the highest in energy—102 meV
higher than the other two. The distance from the C1 carbon
atom to the Co atom below is 2.154 Å, which is close to the
experimental value [60], and the binding energy is 77 meV
per carbon atom, in very good agreement with the result of
RPA–EXX calculation [55]. The PBE [61] calculation at the
same geometry of the system gives 5 meV/C atom of repulsive
interaction.

To further illustrate our approach, in table 1 we give
magnetic moments for the different atoms, both for a pure
Co(0001) surface and for one with graphene attached to it. We
can better understand the computational slab used in table 1
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Figure 2. The Co(0001) surface with graphene adsorbed at the
TOP–FCC position—top view. The carbon atoms are black and the
cobalt atoms are brown. The unit cell is denoted by a dashed green
line. The dotted white line shows the plane along which the cuts for
the charge transfer and nonlocal binding energy are displayed in
subsequent figures. For clarity, the right part of the figure shows
only the cobalt atoms with the corresponding labels marking the
high symmetry positions on the surface: F—FCC hollow, H—HCP
hollow, T—TOP, B—bridge.

Table 1. The magnetic moment of a given atom in µB, for a pure
Co(0001) surface (first row) and for the graphene adsorbed on the
surface (second row). For reference, the magnetic moment obtained
from a Co bulk calculation is 1.58 µB. The carbon atom C1 is the
one at the TOP position, i.e. directly above the Co atom (see
figure 2).

Co5 Co4 Co3 Co2 Co1 C1 C2

1.68 1.60 1.54 1.58 1.65
1.68 1.61 1.54 1.54 1.50 −0.04 0.04

by recalling figure 2. The carbon atom C1 is at the TOP (T)
position, directly above the cobalt atom Co1 in the first layer.
On the other hand, the cobalt atom Co2 in the second layer is
at the HCP (H) hollow position, in the center of the C-atom
ring, with no carbon atom directly above it. As we will see,
this inequivalence of the two environments for the Co1 and
Co2 atoms will also lead to their distinct bonding and spin
polarization properties. The carbon atom C2 is at the FCC (F)
hollow position, with no Co atom in the layer just below it,
making it thus inequivalent to the C1 atom.

3.2. Electronic structure

Since cobalt is a ferromagnet all quantities are shown for the
minority and majority spin channels. The calculated density
of states (DOS) is given in figure 3 while the band structure is
shown in figure 4.

From the calculated band structure we conclude that
the interaction between the graphene and the substrate is
substantial—large enough to destroy the structure of the Dirac
cone in both spin channels. In the majority spin channel a
gap is opened between the apex points of the Dirac cones, at
the K point in the Brillouin zone, and the states from both

Figure 3. The atom-projected density of states (DOS). The data for
each atom are shifted along the y-axis for clarity. The majority
(upper panel) and minority (lower panel) spin channels are shown.
The values for carbon atoms are scaled by a factor of 10. In all the
graphs the energy is measured with respect to the Fermi energy.

sides of the gap are largely located in the graphene layer. The
other spin channel has mostly metallic d-states around the K
point in the Brillouin zone with a somewhat larger band gap
in that region. Following the band structure lines of the free
standing graphene along with the thicker lines of the system
(projection onto the carbon atoms’ orbitals) one can see how
the graphene bands have hybridized with the Co(0001) states,
especially around the Fermi level. In order to see the nature of
the hybridization in section 3.3 we show the charge transfer
plots.

3.3. Charge transfer

To understand the hybridization and the nature of the
interaction in the F/Gr junction, which is already hinted at
in figure 4, we plot the charge transfer in figure 5.

The charge transfer is defined as the difference in charge
density between the system (graphene adsorbed on Co(0001))
and its parts at the exactly same positions as they have in
the system (i.e. the surface and the graphene). In figure 5 we
see how the inequivalent cobalt atoms Co1 and Co2 (recall
also figure 2) reveal very different amounts of charge transfer.
From the shapes of the charge depletion (blue) and charge
accumulation (red) regions, we conclude that the carbon atoms
at the TOP positions have accumulated charge into the pz
orbital. The charge mostly comes from the d-orbital of the
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Figure 4. The band structure along the high symmetry lines of the
Brillouin zone for majority (top) and minority (bottom) spin
channels. The thickness of the lines is proportional to the
localization of the eigenstate on the carbon atom (i.e. proportional to
the projection onto carbon atomic orbitals). The blue dashed lines
represent the band structure of the freestanding graphene.

underlying cobalt atom. The graphene attains a slight n-doping
in this process, but we cannot interpret this charge transfer
as a covalent bonding. Typically, a covalent bond contains a
shared charge that has accumulated in the region between the
bonded atoms. From the semilocal binding energy calculations
it turns out that this charge rearrangement brings little or
no bonding at all. This means that the largest part of the
bonding energy is in the nonlocal correlation interaction which
we visualize next. The nonlocal correlation interaction was
introduced in the vdW-DF functional originally to capture

the van der Waals interaction; however, it was introduced
in a seamless fashion so that it remains valid regardless
of whether the system is vdW or chemically bonded, or
something in between those two extremes—which is the case
here. Graphene on Ni(111) is very similar in that respect,
and the term coined to describe such a system [39] is strong
interaction and weak adsorption, meaning that there is a
strong charge rearrangement at distances typical for chemical
bonding, giving rise to strong hybridization of the states, but
giving no binding in the semilocal functionals. The binding
comes from the nonlocal correlation interaction at scales
typical of a chemical bond and is in total relatively weak
(around 100 meV/atom). There are also strongly chemically
bound systems, involving again carbon atoms, where exactly
this nonlocal correlation interaction at chemical bond length
scales plays a crucial role—the most famous one being the CO
puzzle [57] where that relatively small contribution is essential
for site adsorption preference.

3.4. Nonlocal binding energy density

Following the definition of the nonlocal correlation binding
energy in the vdW-DF functional [50] we can write the
following expression:

ENL
c =

1
2

∫∫
dr dr′n(r)φ(r, r′)n(r′)

=

∫
dr n(r)

[
1
2

∫
dr′ φ(r, r′)n(r′)

]
=

∫
dr n(r)εNL

c (r)

=

∫
dr eNL

c (r). (1)

This equation allows us to define the quantity eNL
c

as a nonlocal correlation energy density. It is somewhat
complicated to interpret a 3D visualization of such a quantity,
since it shows an energy density at a given point which is
a consequence of the interaction of the density at that point
with all the other points in space (one should use a 6D space
for a proper visualization). However, with some effort one
can follow such images. Namely, the vdW-DF functional is
based on the two contributions to the correlation energy. One

Figure 5. The charge rearrangement (difference of the charge densities of the system and its parts) near the corresponding carbon and cobalt
atoms. Isosurfaces of values 0.03 (red) and −0.03 (blue) e Å−3 are shown using side (a) and top (b) views. The plane cutting through the
unit cell denoted by the broken green line in (b) (and also marked by the white dotted line in figure 2), is shown in (c) to represent the charge
transfer. (c) The color range from blue to red corresponds to values from −0.08 to 0.08 e Å−3. The charge density is repeated throughout
several unit cells—a single unit cell boundary is marked with black dashed lines in (a)–(c).
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Figure 6. The nonlocal binding energy density near the corresponding carbon and cobalt atoms. An isosurface of value 60 meV Å−3 is
shown using side (a) and top (b) views. (c) The plane cutting through the unit cell is spanning the color range from 0 (blue) to 80 (red)
meV Å−3. The plane cutting is denoted by the broken green line in (b) (and also marked by the white dotted line in figure 2). The nonlocal
binding energy density is repeated throughout several unit cells—a single unit cell boundary is marked with black dashed lines in (a)–(c).

is an LDA correlation—which covers for the contribution of
the correlation energy of the homogeneous electron gas—both
local and nonlocal because the LDA is an analytical solution
to the problem of the energy of a homogeneous electron
gas. The remaining nonlocal double spatial integral, given in
equation (1), is an additional contribution to the inhomoge-
neous deviation in density. Consequently, very close points
in space will not have a large mutual nonlocal correlation
energy contribution because typically such points in space
are of similar density—which is covered by the LDA part
of the functional (not shown). Therefore the most prominent
contributions to the nonlocal binding energy density (which
is again calculated as the difference of the energy density of
the system and its parts) will appear in parts of the system
which are brought closer together so that they interact via
vdW. Namely, the electron gas at the bottom side of the
graphene and the electron gas at the top side of the Co(0001)
will interact with each other in a nonlocal way producing
the largest contributions to the nonlocal binding, as shown in
figure 6.

From the visualization of the nonlocal binding energy we
conclude that this energy is relatively small per point, but is
spread over a large area (volume). Thus, its total contribution
to the binding energy is considerable, yet completely invisible
for the local or semilocal functionals. We also note that the
distribution of the nonlocal binding energy anticorrelates with
the charge transfer, i.e. the regions in which charge is depleted
are the ones that bring the major part of the nonlocal binding
energy. The discussion of this phenomena is beyond the scope
of this paper. Since it is not possible to generate images of the
nonlocal binding energy from the VASP code we have used the
JuNoLo code for that purpose [62]. One can explicitly show
that the nonlocal binding energy stems from the interaction
between the region around the graphene and the region on
the Co surface, rather than from just one of these regions, by
limiting the range of the interaction in equation (1) as was
done in [57, 63].

3.5. Spin polarization

For many spintronic devices the key figure of merit is expressed
in terms of the appropriate spin polarization [7]. However, an
important consideration is to identify which specific polar-
ization should be considered relevant: different experimental

techniques can lead to very different spin polarizations, even
for a uniform bulk material. To illustrate some of the subtleties,
we recall a particularly simple implementation of the spin-
valve effect in a magnetic tunnel junction with a nonmagnetic
tunnel barrier, dating back to the Jullière model [64], with the
tunneling magnetoresistance (TMR) expressed as [7, 64]

TMR=
2PL PR

1− PL PR
, (2)

where PL,R are polarizations commonly taken to be the spin-
resolved densities of states in the left and right ferromag-
nets, respectively. Specifically, a figure of merit for a given
ferromagnet could then be considered to be the DOS spin
polarization at the Fermi level (E = 0),

PN =
N↑− N↓
N↑+ N↓

. (3)

However, various concerns can be invoked against this
interpretation, even when a more realistic transport description
is not considered [65]. While it may appear from equations (2)
and (3) that a spin polarization is a robust quantity for a given
material, such as Co or Fe, a dramatic increase of the TMR
was demonstrated with conventional ferromagnetic electrodes
by simply replacing an Al2O3 barrier with MgO [11, 66, 67].
The same approach to enhance the TMR could be attributed
to spin filtering also predicted in multi-layer graphene [9].
Moreover, PN in equation (3) is generally not related to
transport properties. Instead, as suggested by Mazin [40],
it would be more relevant to consider a different effective
polarization,

PNvα = (〈Nvα〉↑−〈Nvα〉↓)/(〈Nvα〉↑+〈Nvα〉↓), (4)

where the angular brackets denote performing the correspond-
ing Fermi surface average. α = 1 or PNv applies to ballistic
transport, while α = 2 or PNv2 yields the current polarization
in the diffusive or tunneling regime [40].

We have used the expressions in equations (3) and (4) to
calculate, from first principles, a different spin polarization for
the Co(0001)/graphene junction. We chose a suitable way to
represent the atomically- and energy-resolved spin polariza-
tion in figure 7, previously introduced for a Ni(111)/graphene
junction [68]. The energy-resolved information about the spin
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Figure 7. The spin polarization as defined in equations (3) and (4).
The labels on the left show the atoms of the system, i.e. the Co slab
and graphene layer. The color scale represents the span in
polarization from the value −1 (green) to the value 1 (yellow).

Figure 8. The simple polarization calculated from the DOS only,
equation (3), and resolved spatially over the atoms, and over the
symmetry of the atomic orbitals.

polarization can be useful to infer a possible bias-dependence
of the spin injection, which can be present even in a free
electron DOS, if a tunnel barrier is added [69]. We also provide
additional information about the DOS spin polarization in
figure 8 by showing its projections onto atomic orbitals.

From the polarization images several conclusions fol-
low. The polarization for the Co region looks very different
depending on which formula is used to calculate it, while in
the graphene part it is not so sensitive. The reason for this
is the same as Mazin’s original argument for Ni: in the Co
region there are d-bands (heavy, small Fermi velocity) and
s- and p-bands (light, large Fermi velocity). Figure 8 presents
the projected orbital polarizations. Joint analysis of figures 7
and 8 shows that the small polarization in Co from equation (4)
is a result of the cancelation of the contributions of the d and
p, s orbitals. It also shows that the higher mobility of the s and
p orbitals is responsible for the large PNv2 polarization.

A closer look at figure 7 reveals that the PNv polarization,
which has a modest value on cobalt atoms, can even change its
sign from Co1 to Co2, for example at the Fermi level E = 0. To
better understand this seemingly peculiar behavior, we recall
that in figure 2 the local environments are inequivalent for
these two atomic sites. Furthermore, as we have shown in
figure 5, the charge transfer also differs significantly: at atom
Co1 it is very strong, while it is almost negligible at Co2. This
inequivalence of the two Co atoms implies different bonding
to C atoms which should also be reflected in different s-, p- and
d-orbital projections, as shown in figure 8. For example, we see
a strong change in the d-orbital contribution. Its projection on
Co1 is highly polarized (∼−1, green), but the Co2 projection
is modest (∼−0.25, blue). If we then also add the s- and
p-projection contributions (both positive at E = 0 and similar
for both Co1 and Co2), we can confirm the figure 7 results: PNv
for Co1 will be slightly negative (the positive s- and p-parts
are not strong enough to overcome a very negative d-part),
while Co2 will be slightly positive (positive s- and p-parts will
dominate).

An analogous analysis and the use of different orbital
contributions in figure 8 could also be applied to better
understand the three different types of spin polarization in
the region of the interfacial graphene. While we see that going
from PN to PNv2 will decrease the relative contribution of d
orbitals and thus increase the corresponding spin polarization,
in all three cases there is a similar and rather weak energy-
dependence.

4. Conclusion

In this work we have used first-principles calculations to
study the structural, electronic, and spin-dependent properties
of ferromagnet/graphene junctions. We have emphasized
the inequivalence of different spin polarizations and, by
presenting atomically and energy-resolved maps, provided
an effective way to analyze their relevance for different
spintronic applications. For example, we can infer possible
bias-dependence and transport properties, proximity effects,
and a spin injection efficiency that can be expressed through
various spin polarizations [7]. While we have focused on a
specific Co(0001)/graphene system, one can envision many
other material candidates that could be explored within a
similar computational framework. In fact there is a wealth
of other graphene-like 2D systems in which van der Waals
interactions hold the key to their interlayer binding [70].

Even though our motivation was to provide a simple
and cost-effective ab initio approach to study graphene
systems, there are no fundamental obstacles to enhancing
the complexity of the underlying theoretical description and
including other relevant considerations. For example, one
could use a larger computational cell and relax the assumption
of lattice matching between the graphene and the ferromagnet.
The inclusion of van der Waals interactions naturally provides
a framework to study multi-layer graphene systems expected
to yield highly effective spin filtering [9, 11, 10].
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Rev. B 85 045314

[26] Holub M, Shin J, Saha D and Bhattacharya P 2007 Phys. Rev.
Lett. 98 146603

[27] Iba S, Koh S, Ikeda K and Kawaguchi H 2011 Appl. Phys.
Lett. 98 08113

[28] Gerhardt N C, Li M Y, Jähme H, Höpfner H, Ackemann T and
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[30] Rudolph J, Hägele D, Gibbs H M, Khitrova G and
Oestreich M 2003 Appl. Phys. Lett. 82 4516

[31] Lee J, Falls W, Oszwałdowski R and Žutić I 2010 Appl. Phys.
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